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Preface

Controlled thermonuclear fusion may someday provide a clean, safe, and
abundant source of energy. But the difficulties involved in demonstrating the
scientific feasibility of this process, in igniting and controlling the fusion fire,
are formidable. Controlled fusion has proven to be an elusive goal. Today,
after some 30 years of effort, we stand only on the threshold of demonstrating
its feasibility. The challenges of developing a viable fusion technology capable
of massive implementation will almost certainly require an even greater effort.

Most fusion research to date has been directed at confining a dilute fusion
fuel using cleverly designed magnetic fields. However, during the past decade
an alternative approach known as inertial confinement fusion has begun to
receive considerable attention. In this approach intense laser or charged
particle beams are used to rapidly compress a tiny pellet of fusion fuel,
typically from 1 to 5 mm in diameter, to the enormous densities and tempera-
tures required for efficient thermonuclear burn. If the fuel pellet is compressed
to sufficient densities, then it will burn so rapidly that appreciable fusion
energy will be released before it can blow apart; it will be “confined” during
the fusion burn by its own inertia. -

“The effort direcied toward the development of inertial confinement fusion
has grown to the point where it now rivals that of the more traditional
magnetic confinement fusion approach. But whereas there exist several excel-
lent texts on the physics of magnetic confinement fusion, the literature
concerned with inertial confinement fusion remains relatively diffuse. It there-
fore seems an appropriate time to attempt to pull together the many disciplines
involved in inertial confinement fusion research into an introductory text.

It is important to recognize that the relevant subject matter for inertial
confinement fusion differs quite significantly from that for magnetic confine-
ment fusion. In the latter field, the primary emphasis is on plasma physics and
electromagnetic theory. In contrast, any introduction to inertial confinement
fusion should include material concerned with the physics of inertially con-
fined thermonuclear fusion reactions, hydrodynamics and shock waves, trans-
port processes in dense plasmas, and the interaction of laser or charged particle
beams with plasmas. In addition, material of a more applied nature should be

vii
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included such as laser and charged particle driver beam development, target
design and fabrication, experiment-diagnostic methods, and possible applica-
tions of the inertial confinement fusion process.

This text has resulted from our attempt over the past several years to
develop a course on this subject. It is aimed at advanced undergraduate or
graduate students in engineering and physics, as well as at practicing engineers
and scientists seeking an introduction to inertial confinement fusion. Only the
usual undergraduate background in mathematics and physics has been as-
sumed. Although some additional exposure to plasma physics would prove
useful to those intending to enter this field, it is not essential to understanding
most of the material presented in this text.

Very little of the material presented in such a broad treatment can claim
originality. We have drawn heavily from the technical literature in developing
material for this text. Although we have attempted to include a comprehensive
bibliography, the wide range and rapidly changing nature of the present
literature on inertial confinement fusion makes this a difficult task. Therefore
we have provided particular reference to a number of excellent review articles
on various aspects of this subject. Our effort has also benefited greatly from
the knowledge, experience, and assistance of a number of colleagues. Of
particular note is the influence of James Shearer and Ray Kidder (LLL); Eldon
Linnebur, Bill Varnum, Paul Rocket, and David Bach (LASL); Fred Mayer
(KMSF); Stephen Bodner (NRL); and Richard Osborn and Rudi Ong
(Michigan). We would also like to acknowledge the comments and suggestions
concerning the manuscript provided by Barry Ripin, John McMahon, David
Mosher, Shyke Goldstein, and Jerry Cooperstein (NRL); Mary Ann Sweeney
and Thomas Mehlhorn (Sandia); David Berwald (TRW); Thomas Sutton and
Shin Takeshita (Michigan); and Donald Kania (LASL). Finally, we express
our appreciation to Todd Spindler (Wisconsin) for his help on the references.

JAMES J. DUDERSTADT
GREGORY A. MOSES

Ann Arbor, Michigan
Madison, Wisconsin
October 1981
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ONE
Introduction

As the limitations of the Earth’s resources of conventional fuels have become
more apparent, scientists have turned their attention toward the stars for a new
source of energy. It has been known for several decades that nuclear fusion
reactions are a major energy source in stars. In this process the nuclei of light
elements are fused together at very high temperatures to produce more tightly
bound. heavier nuclei, releasing energy in the process.

An example of such a reaction is that which occurs when the two heavier
isotopes of hydrogen, deuterium (D) and tritium (T), combine to produce
helium plus a neutron. This fusion reaction releases 17.6 MeV of energy, which
is carried off as kinetic energy by the reaction products. The energy content of
such fusion fuels is truly enormous. A thimbleful of deuterium would release as
much energy from fusion as the combustion of 20 tons of coal. The natural
deuterium contained in one liter of water would produce the fusion energy
equivalent of 300 liters of gasoline.

The potential of such reactions for generating large amounts of energy is
evident. We need only look at any star to see a massive example of fusion
energy release. In a sense, nuclear fusion can be regarded as the most primitive
form of solar power, since it is also the energy source of our sun. Hence it was
natural for scientists to wonder whether fusion might be employed as a
terrestrial energy source. The awesome potential of this quest was demon-
strated by the development of nuclear fusion weapons— the hydrogen bomb—
in the early 1950s. Since that time, proponents of fusion power have predicted
that someday this nuclear process would provide us with a safe, clean, and
abundant source of energy.'”’

But the difficulties involved in igniting and controlling a fusion reaction are
formidable. The light nuclei that must fuse together are positively charged and
strongly repel one another. To overcome this repulsion, we must slam the two
nuclei together at very high velocities. One way of doing this is to take a



2 INTRODUCTION

mixture of deuterium and tritium and heat it to such high temperatures that
the velocities of thermal motion of the nuclei are sufficient to overcome charge
repulsion and initiate the fusion reaction. Such a scheme is referred to as a
thermonuclear fusion reaction. The temperature required is quite high—roughly
100 million degrees (or 10 keV, where 1 keV corresponds to 1.16 X107 K).
Until quite recently scientists had imitated the sun only in a rather violent
fashion by using a nuclear fission explosion to create temperatures high
enough to ignite the fusion reaction in the hydrogen bomb.

But simply heating the fusion fuel to enormous temperatures is not enough
to ignite the fusion reaction. For most of the time, when the nuclei run into
each other, they simply bounce off or scatter without fusing together. Indeed,

< such scattering collisions are a million times more probable than fusion events.

So somehow we have to hold the high temperature fusion fuel together long
enough to allow the nuclei to collide the millions and millions of times
necessary to induce the fusion reactions.

Therefore to achieve thermonuclear fusion energy we must solve two prob-
lems: (1) produce and heat a plasma fuel to thermonuclear temperatures, and
(2) confine it long enough to produce more fusion energy than we have
expended in heating and containing the fuel. These twin requirements are
usually quantified by a mathematical relation known as the Lawson criterion,®

tion and heating energy. This criterion can be expressed as a condition on the

\ which essentially reflects the balance between thermonuclear energy produc-

L

\

product of the fuel density n and the time of fusion fuel containment 7. If we
express n in units of number of nuclei per cm® and 7 in seconds, then the
Lawson criterion demands that the product nt exceed roughly 10'* s /cm® for a
D-T fusion reaction (and 10' s /cm® for the D-D reaction).

But how are we to accomplish the twin goals of heating and confinement in
such a way as to satisfy the Lawson criterion? In a star the enormous mass
causes gravitational forces that confine the reacting fuel, compressing it and
heating it to the necessary temperatures. Certainly we cannot expect gravity to
do that job here on Earth.

In thermonuclear weapons no attempt is made to confine the reacting fuel.
Instead one attempts to heat the fuel to thermonuclear temperatures so fast
that an appreciable number of fusion reactions occur before it is blown apart
(“explosively disassembles™). This scheme is known as inertial confinement.
since it is the inertia of the reacting fuel that keeps it from blowing apart
prematurely. But to heat an appreciable mass of fuel to such high temperatures
requires an extremely large energy source, and the source used in thermo-
nuclear weapons is an explosive fission chain reaction. That is, an atomic
bomb is used to heat the thermonuclear fuel to ignition temperatures. Again
this approach is highly unsuited for a controlled application.

The approach to fusion power that has been most extensively studied to date
works with far smaller quantities of thermonuclear fuel. In particular, it takes

“advantage of the fact that at the high temperatures necessary for fusion to
occur, the fuel becomes an ionized or charged gas known as a plasma. Since
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such charged particles have difficulty moving across magnetic-field lines (in-
stead tending to spiral along them), the primary approach has been to design a
*‘magnetic bottle” composed of strong magnetic fields to contain the fuel.
Traditionally these magnetic confinement fusion schemes have worked with very
low fuel densities (~10'* cm™3) and have attempted to achieve confinement
times of the order of a second to satisfy the Lawson criterion. After two
decades of intensive research, magnetic confinement fusion has reached the
threshold of achieving the goal of scientific breakeven, in which the Lawson
criterion is satisfied and the fusion energy produced by the fuel exceeds the
energy necessary to heat and confine it.

Recently, however, scientists have become excited about an alternative
approach to controlled thermonuclear fusion based on inertial confinement.®-"!
In this approach intense laser or charged particle beams would be used to
rapidly compress a tiny pellet of deuterium-tritium fuel to tremendous densi-
ties and temperatures and ignite a thermonuclear fusion reaction or burn. If
the fuel pellet is compressed to sufficient densities, then it will burn so rapidly
that appreciable fusion energy will be released before it can blow apart.

More precisely, the intense laser or charged particle beams (the “driver”
beams) would strike the pellet surface, ionizing this surface and ablating it off
into the vacuum surrounding the pellet (see Figure 1.1). As the outer surface of
the pellet blows away, an enormous pressure is generated (much as by a rocket
exhaust) that would compress the core of the fuel pellet to densities as high as
1000 to 10,000 times solid-state density. This compression would also raise the
temperature of the core of the pellet to fusion temperatures so that a thermo-
nuclear burn is ignited. This burn would then propagate outward through the

Imploding
fuel

Laser
radiotion

Figure 1.1. Implosion of an inertial confinement fusion target.
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4 INTRODUCTION

rest of the fuel pellet, igniting and burning it, to result in the explosive release
of fusion energy. The process of compression and thermonuclear ignition and
burn would occur in a time much shorter than the time required for the pellet
to blow apart (~107% s). Hence a premium is placed on developing driver
beams capable of delivering large quantities of energy onto tiny targets (1 to 10
mm in diameter) in a very short pulse (0.1 to 20 ns).

In a sense, the inertial confinement approach to controlled fusion represents
a scaling down of the hydrogen bomb over a millionfold to a tiny microexplo-
sion. For a brief instant, the driver beams compress or implode the fuel pellet
to produce conditions similar to those found in stars. A tiny sun is produced.
which bursts in an instant, releasing its fusion energy. If we can capture this
energy, then we can convert it to useful purposes.

Edward Teller'? has noted that inertial confinement fusion (ICF) is essen-
tially the internal combustion engine approach to fusion. To make the analogy
more precise, recall that the internal combustion engine of a car is based on a
four-stage combustion cycle (see Figure 1.2): (1) injection of fuel (gas and air)
into the cylinder, (2) compression of the fuel mixture by a piston, (3) ignition
of the compressed fuel by a spark plug, and (4) combustion of the fuel mixture
in a small explosion that drives the piston and hence the crankshaft (convert-
ing chemical energy into mechanical energy).

Inertial confinement fusion schemes are based on the following analogous
sequence: (1) a tiny pellet of deuterium-tritium isotopes is injected into a blast
chamber, (2) the pellet is compressed to very high density with intense laser or

. charged particle beams, (3) the high density and compression heat induce the

ignition of a thermonuclear reaction, producing a microscopic thermonuclear
explosion, and (4) the thermonuclear energy carried by the reaction products,
including neutrons, X rays, and charged particles, is deposited as heat in a
blanket that then acts as a heat source in a steam thermal cycle to produce
electricity (conversion of nuclear energy into electric energy). The inertial
confinement fusion internal combustion engine would use a series of micro-
thermonuclear explosions (from 1 to 100 per second, each generating the
energy equivalent of several kilograms of high explosive) to generate power.

The applications of inertial confinement fusion fall into several categories:
power production,'> weapons applications,'"" '* ' and fundamental physics
studies. Much of the funding for research activities in this area has been
stimulated by the recognition that the environment created by the implosion
and thermonuclear burn of a tiny fuel pellet is similar in some respects to that
of a thermonuclear weapon. Hence there has been considerable interest in
using inertial confinement fusion targets to simulate weapons physics and
effects on a microscopic scale.

Perhaps the most immediate application of inertial confinement fusion will
be in basic physics studies. The imploded fuel pellet produces conditions of
temperature and pressure that are quite unusual (at least on a terrestrial scale).
Inertial confinement fusion implosions can be used to study properties of
matter under extreme conditions, the interaction of intense radiation with
matter, and aspects of low energy nuclear physics. Indeed, inertial confinement
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Figure 1.3. A simple schematic of an inertial confinement fusion reactor.

became apparent when one tried to estimate the laser energy required to
produce such a microexplosion.

Suppose (because of laser and thermal cycle inefficiencies) we require the
thermonuclear energy produced by the pellet to be M times the incident laser
energy. Suppose further that only a fraction ¢, of the incident driver energy
can be coupled into the target. Then we can factor these expressions into the
Lawson criterion (in a manner that will be made more explicit in Chapter 2) to
arrive at an estimate of the required laser energy for inertial confinement

fusion as?'
M3 (n; )2
Eue™ (%) ™

where n, is the number density for liquid D-T (4.5X10*2 cm ™). Let us now
apply this estimate to calculate the Taser energy required for scientific feasibil-
ity. that is, for M=1. If we take e,=1 and n=n,, we find a laser energy
requirement of 1 MJ=10° J. To place this number in perspective, the largest
laser in the world today, the Shiva-Nova laser at the Lawrence Livermore
Laboratory, produces a pulse of only 100 kJ—a factor 10 times too small. For
a reactor, we would have to require M =10 (at least) which would imply a
hopelessly large laser energy of 10° J. Viewed in this light, laser fusion is
clearly a fool’s quest.

Or is it? We mentioned that this was the “naive” or B.D.C. approach. We
must be a bit more sophisticated in our analysis. Let us begin by reexamining
the criterion for achieving net fusion energy release in a somewhat different
light. We can identify two times of major significance for inertial confinement
fusion schemes: the disassembly time, which scales as

. . R
disassembly time =1,~ -

N

and the thermonuclear burn time

. m _
burn time= 7, = ;(vo) !
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Here R is the pellet radius, p is its mass density, m is the ion mass, c, is the

speed of sound, p js the relati f the colliding nuclei, and o is the
fusion reaction cross section.

If we regard 7, as a measure of the time required to burn a fuel pellet of
density p, and 7, as the time during which the thermonuclear reaction will
occur, then we can define a “thermonuclear burn efficiency” as just the ratio of
these two times?2:

. . Tq
thermonuclear burn efficiency =¢,= ;;

The quantity ({vo)/mc,) is essentially constant in the temperature range of
interest (20 to 80 keV). Hence we find that the thermonuclear burn efficiency
scales as the product of fuel density and radius, pR. If we insert the ap-
propriate numerical constants, we find an alternative to the Lawson criterion

criterion becomes e
———— / \\

7 pR>1g/cm?

(Actually, if we are a bit more ca"réfuf*andd into account fuel depletion,?
we find that the burn efficiency becomes

___PR
&= (6.3+pR )/,f
Hence for pR =3, roughly one third of the pellet fuel would be burned.)

To understand the implications of this result, note that for a 1-mm pellet,
pR=1 implies a fuel density of p=10 g/cm’. But since the liquid density of
D-T is only p, =0.2 g/cm®, we find that this implies a compression of the fuel
pellet to at least 50 times its initial density. Hence the key to inertial
confinement fusion is apparently high compression.

More generally, if we note that p scales with fuel radius as R~ (for fixed
fuel mass), we find that the thermonuclear burn efficiency scales as pR~R™2.
The more we compress the fuel, the larger pR becomes, and the more efficient
the thermonuclear burn becomes. For example, a compression of 1000 would
reduce the requirements for scientific breakeven to only 1 J and those for a
reactor to 1000 J. Actually, these simple scaling arguments are still too naive
since they predict breakeven requirements several orders of magnitude below
those suggested by more complex models (which tend to cluster about 1 MJ).
However, they do illustrate the strong dependence of the required driver beam
energy on the compression factor.

The only remaining question, then, is “how.” How do we achieve such
tremendous compressions? Certainly not by normal mechanical forces. Nor
will chemical explosives do the job (since they are limited to compressions of
roughly 10 by the strength of interatomic forces). Densities as large as 1000
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10 INTRODUCTION

the compressed fuel semains-eeld (so that the required compression energy is

minimized). That is, one wishes to isentropically compress the fuel. Only a
central spark is produced in the compressed fuel to light the fusion fire. In this
way, one lowers the laser energy requirements to roughly 10,000 to 100,000 J.

This simple picture is complicated somewhat by the fact that laser light
cannot penetrate very far into a very dense plasma without being reflected. In

/ fact, if the plasma density is above 102! cm 3, the incident laser light (from the

Nd glass lasers commonly used in some mertlal confinement fusion experi-
ments) will not penetrate. Hence during the actual laser irradiation, a low
density cloud or atmosphere ablates off and surrounds the pellet core, shield-
| ing it from direct laser radiation. The laser energy absorbed in this atmosphere
or corona is then transported into the denser regions of the pellet by processes
such as electron thermal conduction to drive the imploding shock wave.

The general features of the pellet implosion scheme were first confirmed in
laboratory experiments performed in 1974.%° Laser beams were focused by
specially shaped mirrors onto the surface of tiny pellets consisting of glass
shells (from 50 to 100 um in diameter and 1 to 5 pm in thickness) containing
D-T gas up to 100 atm in pressure. Such glass microballoons were imploded to
densities roughly 100 times that of the initial fill gas, and the first thermo-
nuclear neutrons were detected. Subsequent targets utilizing multiple layers of
materials to provide for the efficient absorption of incident light and energy
transfer have led to still higher implosion densities and neutron yields.

However, the success of such implosion experiments should not be interpre-
ted as a demonstration of the scientific feasibility of the inertial confinement
fusion scheme. Even the most advanced experiments have demonstrated a
target energy gain (the ratio of fusion energy produced to driver beam energy)
of only 107* to 1073, The high gains required for most applications (roughly
100) will require highly efficient implosions in which driver beam absorption
and energy transfer are maximized, the compression process is nearly isen-
tropic, and the fuel is compressed to 10° to 10* times liquid density_so that
only a small core region need be ignited to trigger burn propagation to the
remainder of the pellet. Present estimates are that the achievement of break-
even gain (corresponding to pR~0.3 to 1 g/cm?) will require drivers in the 100
to 500 TW range. An inertial confinement fusion reactor faces even more
severe requirements (pR~3 to 5 g/cm?) corresponding to drivers in the 1 to
10 MJ, 1000 TW level.

These target gain requirements present a very difficult challenge for the
design of inertial confinement fusion drivers. Four classes of drivers have been
considered to date: lasers, relativistic electron beams, light ion beams, and
heavy ion beams.

Laser drivers typically consist of a source or oscillator that feeds light into a
number of trains or beamlines of successively more powerful laser amplifiers
(see Figure 1.5). Large laser systems may consist of dozens of these beamlines
and hundreds of amplifiers.
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Figure 1.5. Configuration of a large laser driver.

Most high energy laser facilities designed for laser fusion research utilize
large Nd glass lasers that emit infrared light at a wavelength of 1.06 um.*® To
date these lasers have been restricted by glass damage considerations to
energies less than 100 J per beam. Several laboratories in the United States and
abroad have Nd laser systems operating or under development that approach
10 TW or greater in power level. Since these lasers must be pumped using
flashlamp techniques, they are intrinsically very inefficient (less than 0.25%)
and therefore would not be suitable for reactor applications. However the
advanced state of Nd laser development has led to the extensive use of this
driver type in inertial confinement fusion research.

To achieve the high efficiencies and power levels required by reactor
applications, it will probably be necessary to use gas lasers. For example, CO,
lasers have been operated at efficiencies of several percent at high power
levels.?' Furthermore, pulsed CO, laser technology appears capable of achiev-
ing the necessary power levels at efficiencies of 8 to 10% and repetition rates of
10 to 100 shots per second. Unfortunately, the long-wavelength light emitted
by CO, lasers (10.6 pm) may not couple effectively to drive the pellet
implosion.

An advanced gas laser design based on a krypton-fluorine mixture appears
capable of high power, high efficiency (4 to 7%) operation at a shorter
wavelength (0.2 pm) that should improve beam-target coupling. However the
very early nature of KrF laser development and the lack of target interaction
experiments at this wavelength (aside from some early experiments using
frequency-quadrupled Nd laser light at 0.26 um) make any major commitment
to this driver type somewhat premature at this point.

Another gas laser that shows promise is the hydrogen fluorine chemical
laser. The HF laser has a broad band of wavelengths between 2.6 and 3.4 pum.
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This broad band characteristic may possibly ameliorate the problem of plasma
instabilities leading to hot electron generation. The HF laser, because it is
driven by chemical processes, has an electrical efficiency that can exceed 100%.
However, when the energy required to reprocess the spent lasing gas is
included the net efficiency is expected to be about 5%.

The projected laser driver requirements for both breakeven experiments and
reactor applications are given in Table 1.1. These goals are compared with both
present and projected capabilities of several major laser types. It should be
apparent from this comparison that the development of suitable laser drivers
for inertial confinement fusion applications is a matter of considerable uncer-
tainty.

There are several alternatives to using high-powered lasers as the “pistons”
to drive the pellet implosion. Charged particle acceleration is an attractive
technology because high energy electron or ion beams can be efficiently
produced, possibly at high repetition rate. If short pulses of such beams can be
focused onto tiny ICF fuel pellets, they should be able to deposit energy quite
effectively to drive the implosion process.

Early charged particle drivers used pulsed diodes to produce relativistic
electron beams.’??* These accelerators basically consist of a high voltage
source that stores energy in capacitor banks and then rapidly switches this
electrical energy into an insulated pulse-forming line and thence into a diode.
Electrons are accelerated to the anode from a dense plasma that forms on the
cathode surface. These electrons can then be passed through a foil and focused
onto a target. Such relativistic electron beams have been used to implode
fusion targets both in the United States and the Soviet Union.

However, early experiments indicated that such high energy electrons couple
very inefficiently to the target. The range of relativistic electrons is too large to
create adequate ablation pressure. Furthermore, the relativistic electrons pro-
duce hard X rays through breamsstrahlung that can penetrate into the target

Table 1.1. A Comparison of Projected Requirements Versus Actual
Capabilities of Various Laser Drivers

Present Capabilities

Projected

Requirements Nd Co, I KrF

Energy 300 to 500 J 30kJ 20kJ 2kJ 100 J
3 to 10 MJ (reactor)

Focal spot size 1 mm 100 pm 100pm 100 pm 100 pm
Pulse length 0.1 to 10 ns 0.1to1ns I ns I ns 1 ns
Repetition rate 1010 Hz 1073 Hz 1to10Hz 10 *Hz 10 *Hz
Laser efficiency 10% 0.2% 5% 0.1% I to5%
Wavelength 031t0? 1.06 pm 10.6 pm 3pm 0.3um

(0.26 t0 0.53 pm
with frequency
multiplication)
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core, preheating the fuel. It is also difficult to focus electron beams on a target
located at some standoff distance from the diode. The small mass of the
electrons leads to strong space charge effects that tend to prevent the tight
focusing necessary for high beam intensity on target.

Therefore in recent years the polarity of pulsed diode accelerators has been
reversed so that they can be used to produce instead beams of high energy
(1 to 10 MeV) light ions (ranging from protons to carbon ions).>* ** Such light
ion beams couple relatively strongly to the target. Their much larger mass
overcomes many of the focusing difficulties caused by space charge effects in
relativistic electron beams. Furthermore, pulsed power accelerators appear to
be capable of scaling at modest cost to the high power levels and potentially
high efficiencies (20 to 30%) required for inertial confinement fusion applica-
tions. The major uncertainties in such light ion beam drivers involve beam
transport and power concentration on the target.

The coupling of light ion beams to the target is certain to be nearly 100%
efficient. However, this may still be insufficient to achieve high target gains.
Furthermore, space charge and self-generated magnetic fields can still cause
focusing problems. Hence recent interest has been directed at developing heavy
ion beam accelerators based on RF or induction linear accelerators and storage
rings.*® Beams of heavy ions (Xe to U ions) with energies as large as 10 GeV
can be focused very easily because their large mass (inertia) overcomes space
charge repulsion. Heavy ion beams should be absorbed quite effectively by the
target. The large energy of the heavy ions (in the GeV range) would permit the
necessary power to be delivered to the target at much lower beam currents than
those that characterize light ion beam drivers. Furthermore, the technology of
high energy accelerators is quite highly developed, although experience with
producing high beam currents of very heavy ions is essentially nonexistent. As
with pulsed diode accelerators, present technology seems capable of scaling to
the requisite power levels, efficiencies, and pulse rates. The major uncertainties
involve beam transport and focusing. Furthermore, the large size and high cost
of heavy ion accelerators have prevented the performance of target experi-
ments in the absence of a major funding commitment. This stands in sharp
contrast to light ion beam accelerators, which can be built relatively inexpen-
sively. We have compared several of the advantages and disadvantages of
various inertial confinement fusion driver types in Table 1.2.

The key concept in these inertial confinement fusion schemes is to use the
driver (whether laser or charged particle beam) to ablate off the surface of the
fuel pellet, thereby driving a rocketlike implosion of the fuel to high density.
However, we will demonstrate in the next chapter that even with strong
coupling of the beam to the target. most (90%) of the incident energy goes intq
the thermal and kinetic energy of the ablated material rather than the com!
pressed fuel. : :

Hence there has been some interest in alternative inertial confinement fusion
schemes that avoid the surface ablation process. One such scheme involves the
use of hypervelocity particles as the “drivers” to produce high compressions.’’
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Table 1.2. A Comparison of Advantages and Disadvantages of Various
Inertial Confinement Fusion Driver Types

Driver Type Advantages Disadvantages

Lasers Very high intensity Low energy per pulse
Focusable to small spot size Inefficient
Advanced technology Hot electron generation
Versatile pulse length, Energy absorption
frequency doubling efficiency

Light ions Large energy per pulse Low intensity
Classical deposition in Uncertain focusability
matter Uncertain beam propaga
No hot electrons tion at required current
Uses existing technology
High efficiency
Inexpensive—can be made
small

Heavy ions Classical energy deposition Very costly—unlikely to be

Low current beams com-
pared to light ions
High efficiency

small system
Uncertain focusing and
beam transport

High repetition rate
Large energy per pulse

Transport requires hard
vacuum

In such an approach, macroscopically-sized projectiles (typically several milli-
grams in size) would be accelerated to velocities of 100 to 300 km /s (perhaps
by laser-driven ablation) and then allowed to collide with one another or on a
target block in a reactor chamber to produce the densities and temperatures
necessary for a thermonuclear fusion reaction.

e e e

very large current through a thin metal cylinder, liner, or array of wires
(roughly 0.2 m initial radius, 3 mm initial thickness, and 0.2 m in length). The
self-magnetic fields resulting from the current implode the liner at high
velocities (~10* m/s) onto a 0.5-keV, 10" cm~® D-T plasma that is initially
formed or injected into the liner. As the liner implodes (in 20 to 40 us),
adiabatic compression raises the plasma to thermonuclear burn temperatures.
During the implosion and subsequent burn, the fuel is confined inertially by
the metal liner and endplug walls. The embedded magnetic field acts as an
insulator against radial and axial thermal conduction. Between implosions the
- liner and several meters of adjacent electrical leads are replaced.

Many questions surround the imploding liner concept. The hydrodynamic
stability of the liner implosion is one. Furthermore, there is a large impedance
mismatch between the liner and the power source input line. Finally, the
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development of a refueling scheme in which both the liner and electrical leads
could be rapidly replaced after every shot is a difficult challenge.

Let us set aside for the moment the question of driver type and turn to a
consideration of how such thermonuclear microexplosions can be used to
produce useful energy in some kind of reactor device. In a typical design the
pellet implosion might be assumed to yield some 10* J (about 20 kg of high
explosive worth of energy). If such explosions are repeated 30 times per
second, then such a reactor would yield 3000 MW of thermal power corre-
sponding to a steam thermal cycle electricity output of 1000 MW 4-42

The thermonuclear explosion energy appears as various types of radiation
emitted from the exploding pellet. Typically the energy will appear as fast 14
MeV neutrons, energetic charged particles, and X rays. Surprisingly enough, it
1s relatively easy to design a blast chamber that can withstand the force of such
a blast. The principal concern is the damage that the incident radiation can do
to the chamber wall. However, by careful design—for example, by shielding
the wall surface with a flowing liquid lithium curtain to absorb the X rays and
charged particle debris—it should be possible to design a blast chamber to
contain such pellet microexplosions.

Most of the explosion energy would be carried by fast neutrons, and
therefore the blast chamber would be surrounded by a blanket, such as lithium,
designed to absorb the neutron energy (and produce tritium for further
refueling as well). This blanket could then be cooled using conventional
techniques, and the heat withdrawn by a coolant would be used to produce
steam for a turbine-generator. (See Figure 1.6.)

Inertial confinement fusion reactors can be contrasted with magnetic fusion
systems in several important respects. First, the pulsed repetitive nature of the
radiation from the microexplosions produces radiation environments and
cyclic stresses that place particularly severe requirements on first-wall and
blanket designs. However, balanced against this is the advantage that the
driver is decoupled from the reactor environment. Furthermore, fusion cham-
ber vacuum requirements are much less demanding in inertial confinement
fusion systems, thereby allowing the use of liquid metals and /or buffer gases
in first-wall protection schemes.

Two of the most important parameters influencing reactor designs are driver
efficiency and target gain. These parameters are strongly coupled when appli-
cations of inertial confinement fusion to electric power generation are consid-
ered. For example, the 2 to 5% efficiency anticipated with short wavelength
laser drivers such as the KrF laser would require very large target gains of 200
to 500. More efficient drivers such as light or heavy ion beams (10 to 50%)
would reduce target gain requirements considerably to 20 to 100."

Since inertial confinement fusion systems should be capable of producing
large quantities of neutrons, it has been suggested that alternative uses of these
devices may be of interest. (See Figure 1.7). The neutrons might be used to
convert fertile material (e.g., uranium-238 or thorium-232) into fissile material
(plutonium or uranium-233).*-% Or perhaps the neutrons could be used to
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the road. Indeed, we are still several years away from the demonstration of
scientific feasibility (just as we are with magnetic confinement fusion ap-
proaches). But the promise of this particular approach for controlled thermo-
nuclear fusion cannot be denied. The potential of inertial confinement fusion
demands that we direct a major effort toward its development as a future
energy source.

1.2 HISTORICAL DEVELOPMENT

The roots of inertial confinement fusion might be traced back to Bethe's
recognition in 1931 that nuclear fusion was a primary energy source in stars, or
perhaps to the development of the basic theory of thermonuclear fusion
reactions by Teller, Fermi, Tuck, and others at Los Alamos during the 1940s.°'
Actually, the foundation for inertial confinement fusion was laid many years
earlier by the hydrodynamic analysis of spherical bubble implosions (cavita-
tion) by Besant in 1859 and Rayleigh in 1917.°2 Of particular interest was a
self-similar solution to the problem of an imploding shock wave given by
Guderley*? in 1942. These ideas were applied to the design of nuclear fission
weapons by Neddemeyer, Von Neumann, Teller, Tuck, Christy, and others at
Los Alamos during the days of the Manhattan Project.>* Moderately high
compressions were achieved by using high explosives to drive spherical implo-
sions. However, as we will demonstrate later, the maximum compressions that
could be achieved using chemical explosives fall far short of those needed for
inertial confinement fusion microexplosions.

As early as 1961 a Livermore scientist, John Nuckolls, realized that the
powerful light beam of a pulsed laser could be used to achieve the energy
densities necessary to produce very high compressions.>® His early calculations
(based on the laser pellet coupling physics developed by Ray Kidder®*>” and
Sterling Colgate) suggested that carefully tailored laser light pulses could
produce ablatively driven implosions of D-T pellets to compressions as high as
10,000 times liquid-state density. Similar calculations were performed by
others during the mid-1960s, including Kidder and Zabawski at Livermore,
Dawson®® at Princeton, Lubin at Rochester, Hertzberg, Daiber, and Wittcliff >°
at the Cornell Aeronautical Laboratory, Brueckner at the University of Cali-
fornia, and Tuck and others at Los Alamos.

The calculations of Nuckolls and Kidder led to the initiation of a classified
experimental laser fusion program at Livermore in 1963. By the mid-1960s
Kidder and Mead had constructed a 12-beam ruby laser system to test the
implosion calculations. During the late 1960s the development of high-powered
neodymium glass lasers by the French and the rapid progress in CO, laser
development by the Department of Defense accelerated the interest in laser
fusion.

Experimental and theoretical analyses of laser-driven fusion continued to
appear. both within the classified weapons program and the open literature. Of
particular note were the activities of Lubin®®®' at Rochester, Haught
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et al.®2~% at United Aircraft, Basov et al.5>-7' at the Lebedev Institute, Bobin
et al.”?> at Limeil, Caruso’™ in Italy, Witkowski et al.”® in Germany, and
Yamanaka et al.”® in Japan. The Russian group reported the first indication of
laser-produced fusion temperatures and neutrons in 1968.”” Nuckolls and his
colleagues continued to develop the theory of laser-driven implosions under the
cloak of security classification at Livermore. These calculations suggested that
adiabatic implosions might yield scientific breakeven at 1000 J of absorbed
laser energy.

In 1972 the first major declassification of the implosion scheme occurred.
Stimulated by references in the Russian literature suggesting inertial confine-
ment fusion implosions to super high densities, Brueckner?' at KMS Fusion.
Nuckolls?* and colleagues at Livermore, and Clark et al.?” at Los Alamos
simultaneously presented papers detailing the concept of using ablatively
driven compression to produce implosions to superhigh density in D-T pellets.

The first major experimental results involved the implosion of a 100-micron-
diameter CD, microsphere with a few-hundred-joule, nine-beam laser system
by Basov’s group at the Lebedev Institute.” This experiment yielded roughly
3% 10° neutrons.

A second major milestone was reached in 1974 when KMS Fusion irradiated
D-T-gas-filled glass microballoon targets using a two-beam laser system capa-
ble of 200 J in 100 ps and achieved detectable thermonuclear burn at
compressions of roughly 100 times the gas-fill density.?>”® The 10* neutrons
produced in these experiments were verified to be of fusion origin.”® Although
only a few hundred ergs of energy were released in these implosions, a Lawson
number of roughly 2X10'? and a D-T fuel temperature of 1 keV were
achieved. By late 1974 KMS scientists were routinely producing pellet implo-
sions yielding 10°® to 107 neutrons per shot. In December of that year,
Livermore began similar experiments on their JANUS laser system using a
single beam at a power level of 0.2 TW. Subsequent experiments on the
2-beam, 0.4-TW JANUS system increased neutron yields by several orders of
magnitude during 1975.%° The 4-TW, 2-beam ARGUS laser system increased
neutron yields to 10° to 10'° and ion temperatures to 10 keV by early 1976.

These early experiments were performed with D-T gas-filled glass microbal-
loons which behaved in an exploding pusher mode. That is, the glass shell was
heated and exploded by electron thermal conduction from the laser-heated
plasma surrounding the target. The inward-moving shell or pusher acted as a
piston which compressed the D-T gas to nearly the original pusher density
(1 g/cm’) and produced high ion temperatures. However it rapidly became
apparent that this type of target could never achieve the fusion energy gains
needed for breakeven performance. Rather, the experiments would have to be
redirected toward laser pulses and targets suited to the isentropic compression
required for very high fuel compressions.

In 1976 the first experiments were begun on the ARGUS system at Liver-
more with impulsively driven targets in order to produce high fuel density
(although at low fuel temperatures).®! By 1978 with ARGUS operating at 2 kJ
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Livermore had achieved 10 times liquid density, and by 1979 had announced
compressions as high as 100 using the 10-kJ SHIVA laser system. The fuel
temperatures in these fuel compressions were kept low (approximately 0.5 keV)
to maximize fuel compression and provide only sufficient numbers of thermo-
nuclear reactions for diagnostic purposes.®2-%°

The CO, laser program at Los Alamos followed a parallel track of success.
By early 1977 implosions to fusion conditions were achieved using the 0.2-TW,
two-beam GEMINI laser system. In 1978 the 10-kJ HELIOS system came on
line, and experiments with impulsively driven targets were begun. Compres-
sions as high as 30 have been reported to date.?¢-%8

Although the first attempts to demonstrate inertial confinement fusion
utilized high-powered lasers, interest in electron and ion beam drivers grew
rapidly during the 1970s. The Russian electron beam fusion effort under
Rudakov produced thermonuclear neutrons in 1976. A variety of electron and
ion beam experiments were conducted at Sandia Laboratory during the late
1970s using the Proto I and Proto I1 pulsed diode accelerators. The presence of
fusion neutrons was detected in these experiments.’>3*34 The large Particle
Beam Fusion Accelerator (PBFA-1) went into operation in 1980 at the 30-TW
level.

During this same time period significant work was also underway at the
Naval Research Laboratory in both the laser and light ion approaches to ICF.
The very important laser-plasma coupling problem was studied with the two
beam PHAROS Nd laser. Thin foils were accelerated using long laser pulses in
the first experimental attempt at truly ablative acceleration. In the ion beam
area. pioneering work was done in the analysis and eventual explanation of
electron and ion diode behavior. Intense beams of light ions were produced
and focused into plasma channels where they were propagated for over a meter
in length.

A significant theoretical effort directed at heavy ion beam fusion was begun
at a number of laboratories during the late 1970s, including the Lawrence
Berkeley Laboratory, Argonne National Laboratory, and Brookhaven National

Table 1.3. The Parameters Characterizing Ignition of an
Inertial Confinement Fusion Target

Definition of ignition requirements: thermonuclear energy
deposited in fuel exceeds initial fuel thermal energy

Typical Parameters

D-T density ~ 1000 X liquid density

pR >0.3 g/cm’

nt >10%cem s

Temperature 5 keV — 10 keV (bootstrapping)
Burn efficiency >1%

DT gain ~5

Target gain ~0.1
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Laboratory.’® A variety of approaches were studied that aimed at extrapolating
existing high energy physics accelerator technology to the high beam intensities
necessary for inertial confinement fusion driver applications.

A number of large laser and particle beam systems are now coming on line,
both in the United States and elsewhere. Livermore, Los Alamos, and the
University of Rochester have under development large laser systems at the 50
to 100 TW level (NOVA, ANTARES, and OMEGA). The Sandia Laboratory
plans an upgrade of the PBFA machine (PBFA-II) to the 100-TW level by the
mid-1980s. And the Soviet Union is continuing its electron beam fusion effort
using the Angara 5 accelerator.®

The next step in the experimental programs is to achieve greater than 1000
times liquid density compressions coupled with the production of fusion
temperatures to initiate thermonuclear burn (see Table 1.3). Scientific break-
even experiments are projected for the middle to late 1980s at several laborato-
ries.

1.3. STATUS

The inertial confinement fusion effort has evolved to the point that many
laboratories, both in the United States and abroad. are now conducting
vigorous research programs using a variety of driver and target designs.®'~%?

During the late 1970s a number of laboratories imploded D-T targets to high
density using lasers or particle beam drivers operating in the several kJ, TW
range. Most of these early implosion experiments used exploding pusher
targets based on simple glass microballoons filled with D-T gas at high
pressure. These targets have the advantage that they can yield relatively large
numbers of neutrons (because of the high ion temperatures produced in the
nonadiabatic implosion) with moderate scale drivers.

Unfortunately, exploding pusher target experiments do not address the
primary technical questions of high compression implosions necessary for
appreciable gain. (See Figure 1.8). Although thermonuclear ignition could be
obtained with a sufficiently large exploding pusher target, the energy required
to drive such a target is beyond the capabilities of any projected driver. Thus
later experiments have turned instead to ablative targets in which the fuel is
compressed to high density at relatively low temperatures (adiabatic compres-
sion). This requires careful driver pulse shaping, minimizing fuel preheat, and
high symmetry implosions.

Four laboratories in the United States (Livermore, Los Alamos, KMS
Fusion, and the University of Rochester) have performed laser-driven high
density implosion experiments achieving compressions of from 1 to 100 times
liquid D-T density (0.2 g/cm’). These measurements are compared in Figure
1.9. Both the KMS Fusion and Rochester experiments were performed with
modest energy (100 J or less), but took great care to achieve spherically
symmetrical target illumination. The KMS Fusion experiments used glass
microballoon targets filled with D-T gas that was then solidified into a thin
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Figure 1.8. Target gains (both observed and projected) for exploding pusher and
ablative designs. (After Brueckner, Ref. 93.)

shell using cryogenic methods. Compressions of up to 35 times liquid density
have been achieved. Rochester also used glass microballoons as targets with
their four-beam DELTA laser system to obtain compressions of several times
liquid density. Compressions of as high as 100 have been achieved with targets
of a classified design using the SHIVA laser at Livermore. At Los Alamos
results have been achieved by irradiation of plastic-coated glass microballoons
using the eight-beam HELIOS CO, laser system operating at 2300 J (1-ns pulse
width).

Such experiments demonstrate that spherically symmetrical implosions to
high density can be achieved, and provide some confidence for future experi-
ments on larger 100-TW laser systems designed to initiate thermonuclear burn
(NOVA and ANTARES). On a longer time scale, several laser systems are
being proposed for the 300 to 500 TW level felt to be necessary to achieve
scientific breakeven by the middle to late 1980s. Based on these experiments,
more detailed plans can be made for the high gain experiments necessary for
reactor applications.’**?

The laser fusion experiments of the 1970s achieved significant milestones.
They demonstrated that high fuel compressions (50 to 100 times liquid density)
and high implosion velocities can be achieved. They were able to exhaustively
study the physics of a simple target design, the exploding pusher (D-T-filled
glass microballoons). Unfortunately, these experiments also uncovered some
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serious problems in the area of coupling laser beam energy into the target. In
particular, they found that at the high intensities required for laser fusion
applications, a significant fraction of the incident light energy is coupled into
high energy electrons. These fast electrons not only degrade target performance
by preheating the fuel core, but also greatly complicate the theoretical analysis
and understanding of the pellet implosion process. Other problems have
included stimulated scattering of the incident beam, the hydrodynamic stabil-
ity of pellet implosions, and a variety of problems in laser development.
Although it appears that many of these problems are mitigated at shorter laser
wavelengths (such as would characterize the KrF laser), they have nevertheless
stimulated a gradual increase in the projections of laser-driver energies re-
quired for breakeven or reactor applications. At the present time, breakeven
requirements are set at 300 to 500 kJ while significant gain (~ 100) is projected
to require a driver energy of 2 MJ (to within a factor of 3).

Concern about inadequate coupling between incident laser light and the
target has stimulated a rapid growth in the development of ion beams as ICF
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drivers. The advanced state of pulsed diode accelerator development has led to
a rapid buildup in the light ion beam fusion program. In 1979 Sandia achieved
proton beam power densities of 1 TW /cm? in experiments using the Proto-I
accelerator. This provided confidence that the pellet ignition requirement of
100 TW /cm? could be achieved by overlapping a large number of such ion
beams.** The Particle Beam Fusion Accelerator started target experiments with
36 light ion beam modules in 1981 at the 30-TW level (with several hundred
kilojoules on target). This machine’s output is scheduled to be increased to 100
TW (72 beams) by the mid-1980s.

Serious studies of heavy ion drivers are also under way. Both RF linear
accelerators with charged particle storage rings and linear induction accelera-
tors are being examined. Unfortunately, the cost of even a modest heavy-ion-
driven fusion experiment is very high®* (about 10 times that of a comparable
light ion beam experiment), and a major commitment to this driver type must
await further detailed studies.

Any major change in driver, from lasers to light or heavy ion beams,
necessitated by target interaction physics is likely to have a serious impact on
the progress of the inertial confinement fusion program, possibly delaying the
demonstration of scientific feasibility (breakeven) until the late 1980s or early
1990s. An inertial confinement fusion test facility capable of demonstrating
feasibility is now projected to cost upward of $500 million, regardless of driver
type. The uncertainty of target designs and possible driver configurations also
complicates an assessment of practical applications of this technology. In fact,
the interrelation of driver, target design, and reactor design is so complex that
it is impossible to say whether or not an economical inertial confinement
fusion reactor can be designed, even if driver-target physics problems are
solved.

Despite this uncertainty, there is still strong support for continued research
and development on inertial confinement fusion for energy applications. In
1979 the Foster Committee®® concluded that “inertial confinement fusion
shows excellent promise of succeeding eventually in civilian (energy) applica-
tions. We can see no insurmountable technical difficulties.”

Table 1.4. A Summary of Inertial Confinement Fusion Driver Status

Lasers Electron Bcams  Light Ion Beams Heavy lon Beams
Beam particles Photons Electrons p.a.C** Xe-U
(0.2-10 pm) (1-10 MeV) (1-10 MeV) (1-50 GeV)
Power 30TW 30 TW 30 TW 2TW
(Shiva) (PBFA-I) (PBFA-I) (ISR)
Energy 20kJ 1000 kJ 1000 kJ 6MJ
(Shiva) (PBFA-I) (PBFA-D

Seriously proposed 300 TW /300 kJ 100 TW /4000 kJ 100 TW /4000 kJ 600 TW /10 M]
(Nova) (PBFA-II) (PBFA-II)
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14. SCOPE OF THE TEXT

This text is intended to serve as an introduction to inertial confinement fusion.
In any such field that is as yet so far removed from practical applications, there
are a great many uncertainties that tend to influence a selection of topics.
Primary among these is a choice of driver. Although early investigations have
emphasized laser fusion, more recent efforts have shifted attention to ion
beams. We have chosen to deal with the uncertainty surrounding a final choice
of driver by keeping the first half of the text as general as possible, describing
inertial confinement fusion physics in a manner independent of driver type.

A second uncertainty is somewhat more difficult to deal with. This concerns
the mists of security classification that tend to veil certain aspects of inertial
confinement fusion because of the presumed similarity to nuclear weapons
physics. Fortunately, the classification veil is rather narrow and involves only
certain aspects of target design. Hence most of the physics of inertial confine-
ment fusion, including the details of driver design, driver energy deposition,
target dynamics, and many aspects of inertial confinement fusion target design
have appeared in the open literature and will be discussed in this text.

In line with our effort to keep our development of inertial confinement
fusion concepts as independent of driver type as possible, we will adopt a
pedagogy of working backward: from the details of inertially confined thermo-
nuclear burn, to hydrodynamic implosions and compression, to energy trans-
port in dense plasmas, and finally to a detailed consideration of driver energy
deposition in the target. It is only at this last stage that we will need to
introduce particular details of driver types. We will devote particular attention
to the theoretical, computational, and experimental tools used to analyze the
behavior of inertial confinement fusion targets.

We then turn our attention to the inertial confinement fusion drivers and
consider laser and charged particle beam drivers in detail. Here we not only
discuss present driver types, but also attempt to look ahead at possible future
driver types intended for advanced applications.

Our final topic is applications of inertial confinement fusion. After a brief
discussion of target design, we turn to a detailed discussion of applications,
with particular attention devoted to power production (including the produc-
tion of process heat and synthetic fuels).
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TWO

Inertially Confined
Thermonuclear Fusion
Reactions

The dynamical behavior of a burning thermonuclear fuel depends on many
complex phenomena. These include charged particle collision processes, nuclear
fusion reaction kinetics, the hydrodynamic behavior of the fuel (including both
its motion and its temperature), the production and transport of radiation, and
the transport of nonthermal particles such as reaction products. The relative
importance of these phenomena differs significantly for high density, inertially
confined fusion fuels compared to the relatively dilute thermonuclear plasmas
characterizing magnetic fusion systems.

In this chapter we focus our attention on the dynamics of the nuclear fusion
reaction itself, postponing a detailed consideration of hydrodynamic and
energy transport processes in inertial confinement fusion to later chapters. Of
particular importance is a discussion of the various nuclear fusion processes of
most interest in ICF applications, the criteria for efficient thermonuclear
ignition and burning of fuels, and the important processes that determine the
fuel gain (i.e., the ratio of the fusion energy produced by the fuel and the driver
energy necessary to ignite the fusion burn).

2.1. FUSION REACTION PHYSICS

At sufficiently high temperatures there are many possible candidates for fusion
fuels. Although most first generation fusion concepts are based on D-T or D-D
fusion reactions, other fuel cycles based either on deuterium fuels (e.g.. D->He
and D-SLi) or proton fuels ( p-°Li and p-''B) become attractive alternatives for
advanced fusion systems.

All such fusion reactions are binary in the sense that two-body collision
processes are involved. The fusion reaction represents a barrier penetration

29
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phenomenon in which the colliding nuclei penetrate the repulsive Coulomb
barrier to within the range of attractive nuclear forces.” For example, the
nuclear fusion cross section for the D-T reaction has a resonance near zero
energy, reaching a peak of about 5 barns at 125 keV. More generally, the
“energy dependence of the fusion cross section can be roughly described by

Gamow’s barrier penetration model as

o(E)~%exp(;fz) (2.1)

where E is the energy available to the collision in the center of mass frame, and
A and B are constants characterizing the particular fusion reaction species.

Tn a thermonuclear fusion process, the fuel ions are confined in such a way
that they collide with one another millions and millions of times at high
temperature, scattering about until a fusion reaction occurs. Hence the rate at
which such fusion reactions occur involves an average over the velocity
distributions of the participating species. More precisely, if n, is the ion
density of species A while n g is the density of species B, then the rate at which
fusion reactions occur is given by

R, p=n, ng{vo,p) (2.2)

where (---) indicates an average over the velocity distributions of both
species? 3

1
nng

(vo)= /d304f43080m°(Ure1)NA(VA)NB(Va) (2.3)

where v, =|v, — vg|. In most cases, we assume that these distributions are those
characterizing a plasma fuel in thermal equilibrium at a temperature 7, that is,
by a Maxwell-Boltzmann distribution

N(V)ZM(V)=n(7’Lﬁ)3/2exp(—;nTv;.) (2.4)

We can then use analytic expressions for the cross section such as the Gamow
formula Eq. 2.1 or more precise tabulated data to perform the integration and
determine the Maxwellian-averaged reaction rate parameter {(vo) for various
fuel temperatures 7. Plots of this parameter versus temperature have been
provided for the reactions of most interest in fusion applications in Figure
2.1.4°

Two comments concerning the Maxwellian-averaged fusion reaction rates

are appropriate here. Although the fusion cross sections peak at relatively hi
particle collision energies, the Maxwellian-averaged collision Tateé parameters
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Figure 2.1. Maxwellian-averaged fusion reaction rates versus ion temperature for the
principal isotopes of interest to inertial confinement fusion applications.

rise to appreciable values at far lower temperatures (e.g., 10 keV in the case of
the D-T reaction). The reason for this is that the high energy particles in the
Maxwellian distribution provide most of the contribution to the reaction rate.
That is, the particles in the tail of the distribution function with energies many
times that of thermal energy control the rate of the fusion reaction.

The second important comment concerns the relative magnitude of the
reaction rates for various fusion reactions. It is apparent from Figure 2.1 that
for lower fuel temperatures (10 keV), the D-T reaction proceeds at a rate
almost two orders of magnitude larger than that characterizing the D-D
reaction (or any other species, for that matter). Hence it is not surprising that
this particular reaction has received most attention in fusion research.
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2.1.1. D-T AND D-D FUSION REACTIONS

Of most interest in early fusion concepts are the deuterium-based fusion
reactions, D-T, D-D, and D-*He, since these are characterized by appreciable
reaction rates at temperatures below 100 keV. The largest reaction rate at low
temperatures is provided by the D-T reaction:

D+T— a(3.5 MeV) +n(14.1 MeV)

where the 17.6-MeV reaction energy (the “Q value”) is partitioned between a
3.5-MeV alpha particle (3He) and a 14.1-MeV neutron. From Figure 2.1 we
find that the reaction rate for the D-T process has a broad maximum between
temperatures of 20 and 80 keV.

The next most probable reaction at low temperatures is the D-D fusion
reaction. It is characterized by two branches of approximately equal probabil-
ity:

_» 3He(0.82 MeV) +n(2.45 MeV)

D+D
™ 37(1.01 MeV)+p(3.02 MeV)

The reaction products, 3He and T, have a high probability of reacting with
deuterium as they slow down:

3T+ +2D~4He(3.5 MeV) +n(14.1 MeV)
3He*+2D—$He(3.6 MeV) +p(14.7 MeV)

where the asterisk denotes a nonthermal particle. In fact, the largest fraction of
the overall Q-value is a result of such secondary reactions. The total reaction

6D—23He+2p+2n

has a Q-value of 43.25 MeV. This gives a specific yield of 345 MJ /mg for the
D-D reaction as compared to 339 MJ/mg for D-T.

It should be noted that a D-T fuel mixture will always be accompanied to
some degree by D-D and D->He reactions. More specifically, we can write
down the rate equations for a D-T thermonuclear fuel mixture as

j" dn
T,D =—npn(vopr) _"%)<U°DD>
dn

Since the D-D reaction produces one triton T for every two fusion reactions,
we might expect that the equation for n; should also contain a source term of
the form ni{vopr). However here we must remember that the tritium ion
appears with an energy of roughly 1 MeV. Thus it is not in thermal equilibrium
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with the tritium fuel, and its contribution to the reaction rate must be treated
separately (in effect, as a “beam plasma” interaction with an enhanced
reaction rate).

It should be apparent from Figure 2.1 that the D-T reaction will dominate if
the fuel contains more than a few percent tritium. However, if the fuel can be
brought to temperatures where the D-D reaction will contribute, then the
products T and *He will react promptly with the D nuclei, yielding an overall
energy release per unit _burned mass that is the same as that for the D-T
reaction, namely 3.5 MeV per nucleon (assuming that the neutron reaction
product escapes the reaction region without appreciable energy loss).

Since tritium is a radioactive nuclide (with a half-life of 12.3 years), it is not
naturally occurring but rather must be produced artificially to fuel a fusion
system. Fortunately, tritium can be produced quite easily by using neutron
capture reactions in lithium:

n+S$Li—~T+3He+4.8 MeV
n+JLi-T+35He+n—2.4 MeV

The first process is a capture reaction involving neutrons of any energy. The
second process is effectively an inelastic scattering reaction requiring a neutron
energy in excess of the 2.4-MeV threshold. Since each D-T reaction produces
one neutron, it is possible to breed tritium by surrounding the fusion reaction
region with a lithium blanket.

2.1.2. ADVANCED FUSION FUELS

The first fusion devices to achieve energy break-even and then commercializa-
tion as reactors will undoubtedly be based on the D-T fuel cycle. However, the
ultimate goal is to eventually move toward advanced fuels that minimize
radioactivity and are based on naturally occurring fuel nuclides. Examples
include the deuterium-based fuel cycles D-D, D-*He, and D-%Li and the
proton-based fuel cycles p-''B and p-SLi. (See Table 2.1.)!%-!2

More specifically consider the dominant reactions characterizing the proton-
based fuel cycles:

_»a+°Be(8.590 MeV)
> 30(8.682 Mev)

p+ll

and

p+°Li—a+3He(4.023 MeV)

In both cases the fuel isotopes are naturally occurring. Furthermore, the
reaction products are charged and therefore would be confined in the reaction
region of the fuel, unlike the high energy neutrons produced in the D-T
reactions (and to a lesser extent in the D-D reaction). Note that the p-''B
reaction might almost be termed a thermonuclear “fission” reaction since it
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Table 2.1. Thermonuclear Reactions for Advanced Fuels

Fuel Reaction Products (MeV) Q Value (MeV)

(D, T) 3He(3.5), yn(14.1) 17.6

(D, D) 3He(.82), n(2.45) 3.65
1T(1.01), |H(3.02)

(D,He*) $He(3.6), |H(14.7) 18.3

(D,Li%) 2 4He(22.4) 224

(P,Li") 24He(22.4) 224

(P,B'") 3 $He(8.682) 8.682

breaks the ''B nucleus into three alpha particles emitted with a continuum
energy spectrum, much as in beta decay.

The advantages of such advanced fuel cycles are significant. The fuels
involved in the p-''B or p-SLi cycles are sufficiently abundant to ensure an
inexhaustible fuel supply. The absence of tritium in the fuel cycle eliminates
the difficulties involved in breeding and managing this radioactive matenal.
The effective elimination of neutron production from the fuel cycle eliminates
the difficulties posed by radiation damage. Hence the major environmental
and safety drawbacks of D-T nuclear fusion reactors are eliminated in these
advanced fuel cycles.

Unfortunately, the reaction rates for the proton-based fuel cycles do not
become appreciable until high fuel temperatures can be achieved (ion tempera-
tures of roughly 300 keV). A detailed plot of reaction rate parameter (vo)
versus ion temperature for various advanced fuel cycles is provided in Figure
2.1. New effects become important such as fast (nonthermal) fusion, nuclear
elastic and inelastic scattering, and the Doppler broadening of cross sections
due to the energy distribution of reaction products. We should note that recent
interest in the p-''B reaction as an advanced fusion fuel cycle has stimulated a
more careful evaluation of its fusion cross section. The resulting average
reaction rate parameter is now felt to lie roughly 65% lower (at the ignition
temperature of 300 keV) than the earlier data shown in Figure 2.1.13

Thus, while advanced fuel cycles certainly exhibit the desirable characteris-
tics of minimum radioactivity and inexhaustible fuel supply, they do require
far higher fuel temperatures (and /or fuel densities). The implications of these
requirements for the design of advanced inertial confinement fusion fuels will
become more apparent in the next section.

2.2. THERMONUCLEAR FUSION REACTION CRITERIA

2.2.1. THE LAWSON CRITERION

The usual Lawson criterion'* for a thermonuclear fusion process is obtained by
balancing the fusion energy release against the energy investment in bringing
the fuel to thermonuclear temperatures and the energy lost through radiation
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(both bremsstrahlung and cyclotron radiation):

Efusion:Elhcrmal+E (26)

radiation

The fusion energy released is given in terms of the fusion reaction rate and the
time characterizing the reaction, the confinement time 7. To be more specific,
we will consider a D-T fusion reaction, in which case the fusion energy release

E . on can be written as
2

E ZnDnT(vo)WT:%(vo)WT (2.7)

fusion
where (vo) is the Maxwellian-averaged reaction rate parameter, W is_the
energy released per fusion reaction (17.6 MeV for D-T), and 7 is the confine-
ment time. Here we have assumed equimolar concentrations of D and T so

that
n

where 7 is the ion number density. The thermal energy, assuming ideal gas
behavior, is then given by

Eerma=3nkT,+ 3nkT,=3nkT (2.8)

where we have assumed T,=T, for convenience. We will ignore the radiation
energy loss for now,

E 0

radiation

noting that if the fuel temperature is greater than 4 keV, the fusion energy
release will exceed the bremsstrahlung radiation loss. In inertial confinement
schemes, the thermonuclear burn typically occurs at 20 to 100 keV. Further-
more, in such schemes, magnetic field effects can be ignored to first order so
that cyclotron radiation is of little concern.

If we now balance the fusion energy release against the thermal energy,

n?
7(00)W1:3nkT

we can solve for a condition on the density times the time of confinement

12kT

n‘r>W (29)

When the reaction rate is evaluated at suitable temperatures (10 keV for D-T,
100 keV for D-D), this yields the usual Lawson criteria:

nr>10"s/cm’ for D-T reactions

nt>10"%s/cm*  for D-D reactions (2.10)

Similar criteria can be obtained for other possible fusion reactions.
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section.)
We now recall that

) 12
C,:(%T-) ~T'/?

1]

Furthermore, for D-T fuel at efficient burn temperatures (20 to 80 keV),"”
(vo)~T'/?
Hence, if we substitute in numerical values for this temperature range, we find

(vo)

s

~constant~ 1

Therefore the burn fraction f,, which measures the efficiency of the thermo-
nuclear burn, is given approximately by

thermonuclear burn

~fi~ 2
efficiency Jy~pRg/cm (2.14)

Hence the criterion characterizing efficient inertial confinement fusion is
apparently

pR>1g/cm’
The product of density times radius, pR, is important for other reasons. To
sustain the thermonuclear burn, some of the fusion energy must be redeposited

in the fuel. For the case of D-T reactions,

D+T-a(3.5MeV)+n(14.1 MeV)

To capture the energy of the 3.5-MeV alpha particle, the fuel size must exceed

the range of the alpha. But the range of a 3.5-MeV alpha particle_in_a 20-keV .

D-T plasma is about 0.5 g/cm?. Hence if we can achieve fuel conditions such
that pR>0.5, then the alpha energy will be deposited in the fuel and efficient
self-heating will occur.

A somewhat different perspective on the importance of the pR product is
useful'®. The most important processes in fusion reactions are binary collisions.
Examples include the fusion reactions themselves as well as the collision
processes, which lead to charged particle reaction product slowing down and
energy deposition (self-heating) and electron-ion energy exchange. Since binary
processes depend on the square of the density, if we could somehow increase
density by a factor of 10°, then we could increase the collision rate by 10°.
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More precisely, we can scale the three important rates characterizing the
burning fuel as being proportional to the square of the density p:

rate of thermonuclear burn
rate of energy deposition by charged particles ; ~ p?
rate of electron-ion energy exchange

But we have found that

inertial confinement time~ R

Hence we can scale each of the major processes occurring in the ICF fuel (per
unit mass) as

thermonuclear burn efficiency
self-heating ~pR
burn propagation

We will demonstrate later that the optimum value of pR is about 3 g/cm?

for D-T fuels. Hence for inertial confinement fusion in D-T fuel, we replace

the usual Lawson criterion

nt>10"s/cm’

with the new goal 2 Y

pR>3g/cm? (2.15)

2.2.3. RELATIONSHIP BETWEEN THE pR AND nt CRITERIA

We can easily relate the Lawson criterion and the pR criterion for inertial
confinement fusion. We will use a slightly more accurate estimate'® of the
disassembly time for a freely expanding sphere of radius R

- R
4c,

(2.16)

Ta

which takes account of the fact that in a spherical fuel pellet, half of the mass
is beyond 80% of the radius. If we furthermore note that the number density
n=p/m,, we can write

4c,m,

nTt (2.17)

If we substitute in the appropriate numbers, we find that

pR=3g/cm’ = nT1=2X10" s /cm’
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Hence efficient thermonuclear burn demands a n7 product well in excess of
that of the usual Lawson criterion (10" s/cnr’). (It should be noted that
magnetic confinement fusion schemes that work close to the Lawson criterion
will burn only a small fraction of their thermonuclear fuel.)

2.24. DEPLETION EFFECTS

We can improve our estimate of the burn fraction f, by taking account of the
depletion of the fuel as the burn proceeds. Recall the rate equation for the
tritium fuel density:

dn

If we take equimolar densities, np,=n;=n/2, we find

dn n?

E:—7<w> (2.19)
We can now integrate this equation from time =0 to the disassembly time
t=1,to find

where n is the initial fuel number density.
Let us now define the burn fraction f, as

- (2.20)

If we now use our estimate for the disassembly time 7,= R /4¢, and p=nm,, we
find

— 8m,c_‘ fb
o= goes ) 725
Or rearranging:

- PR
B (8micx/<uo>) +pR

Jo (2.21)

We can evaluate the bracketed quantity (8m,c,/(vo)) for D-T fuel conditions
at 20 keV to find

8m,c,

(00) ~6.3 g/cm? (2.22)
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Thus our more accurate expression for the burn fraction f, in D-T fuel that
accounts for fuel depletion is

___PR
fo= 6.3+pR (223)
In particular, note that pR~3 g/émi ilﬁplies a burn fraction of f,=0.30, that
is, a burn of some 30% of the fuel.

2.2.5. POSSIBLE ICF FUEL CANDIDATES

It is apparent from our earlier discussion that the D-T fuel cycle will be used in
early fusion reactors because of its significantly larger fusion reaction rate at
relatively low fuel temperatures (10 keV). However the copious quantities of
14-MeV neutrons produced by this reaction present difficult radiation damage
problems. Furthermore the tritium inventory in D-T reactor concepts ranges
from 10 to 100 kg (10° curies) and presents a significant radioactivity hazard.
Hence some attention has been given to advanced fuel cycles that minimize
fast neutron radiation damage and eliminate the need for tritium breeding. Of
most interest are the D-D and p-''B fusion reactions. Since these fuels are
generally characterized by lower reaction rates than D-T at low temperatures,
the success of utilizing them in ICF systems will depend on increased values of
both ignition temperatures and pR.'"!?

We can estimate the pR requirements for these fuels by returning to our
expression for the burn fraction f, given by Eq. 2.21. This equation provides us
with a means to compare the attractiveness of various fusion reactions since we
can evaluate their pR requirements for efficient thermonuclear burn:

P R> &

(vo)

We have tabulated this requirement on pR for the three fusion reactions of
most interest in Table 2.2.

More accurate estimates of the pR and ignition requirements necessary to
burn advanced fuels require the use of ICF target simulation computer codes
to study the burn dynamics of specific target designs. Using the PHD-IV code,
the Wisconsin group® found that the optimum performance for D-D-fueled
targets was achieved at pR values between 40 and 80 g/cm? at an ignition

Table 2.2 Candidates for Inertial Confinement Fusion Fuels

Fuel Candidate p R Requirement (g/cm?)
D+T—*He+n 2t05
3
D+p 2> Hetn 10 t0 20
= T+p

"B+p—3*He ~500
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temperature of 20 keV. The minimum pR value necessary to burn D-D fuels
was 10 g/cm?. Such parameters implied a target yield of 100 to 200 MJ and a
gain of 200 to 300. For moderate-size targets (1 mg), such large values of pR
require very large compressions (10°). To relax this compression requirement,
D-D fuel cycles will probably require more massive pellets producing higher
fusion energy yields. Massive targets also require larger driver energies, proba-
bly in the 100-MJ range (and therefore lower pellet gains on the order of 10).

The minimum target conditions for burning p-''B are pR~50 g/cm’ and
400 keV, while the optimum pR value is 500 g/cm?. The high pR and
temperature necessary for burn propagation in p-''B targets are due in part to
the excessive number of electrons present in the p-''B fuel. It is unlikely that
such very large values of pR can be achieved by hydrodynamic processes since
this would imply an implosion velocity of 3X 10® cm /s (an order of magnitude
greater than needed for D-T). As with D-D fuels, larger pR values will require
both larger compressions and larger fuel masses, thereby implying greater
yields and driver energies. The driver sizes required by the p-''B fuel cycle
appear to rule out its use in ICF reactor applications, at least as based on
present driver or target design concepts.

2.3. A SIMPLE ANALYSIS OF ICF DRIVER REQUIREMENTS

Let us now examine the requirements on a driver (laser or charged particle
beam) designed to implode ICF fuel pellets to produce a net energy gain.2! A
crude sketch of such an ICF system is given in Figure 2.2. We will define

pellet or target E

energy gain or = ME—%’E (2.24)
multiplication driver

driver coupling _  E 4

efficiency =*fp m

The fusion energy can then be calculated in terms of the fusion reaction rate
and the volume of the fuel pellet (assumed to be a simple sphere of radius R)
as

Efusion:(%”Rs)n2<U°>WTB (2.25)
/
A\
_______ /
A~ o _-}Z~E—l 2z Fusion eneray £,
Driver T Fuell p\ellet\ >
/ / I // .
Driver energy E driver Fuel energy E

fuel

Figure 2.2. A crude diagram of an inertial confinement fusion power system.
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Here we have introduced a factor 8 to account for reaction product self-heating
and thermonuclear burn propagation, processes that we will consider in more
detail later in this chapter.

We now recall that the derivation of the familiar Lawson criterion proceeded
by balancing

Efygion= Eqyer

to find nt~10" s/cn?® (for D-T reactions). Therefore we might proceed by
balancing

Erusion:MEdriverz ﬂEfucl (226)
€
to find a new Lawson criterion
nr>M 100 (2.26)

Bep

But we are after more information—the driver energy E;,.., itself.
If we take the electron and ion temperatures to be equal, 7,=T,=T, and at
their initial burn temperatures, then

E,,,=thermal energy = ($7R*)2(3nkT) (2.27)

We can return to substitute this into our balance condition Eq. 2.25, recalling

R
T~Td~ —_—
s

to write

(%wR3)n2<vo)WB( cﬁ ) = g—(ft'rrRJ)(nkT)

D

We can now solve for R as

8= g | e

Finally, we use the definition of ¢/, given by Eq. 2.24 to write

1 4 ( M )3( kTc,

3
Edrivcr:-;;Efucl: EDB BeD n(vo)W) nkT (228)
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We can write this in a more convenient form as

3
driver — _Al_“ .LZ X 1.6X10%/ (229)
(Bep)™ m

where we have introduced the compression factor

n

n= (2.30)

N )iquid

where we have chosen as a reference density the number density of liquid D-T,
Myquia=4.5X 102 cm ™. (The corresponding mass density py;,,,4=0.2 g/cm’.)

A couple of example applications of this result are of interest. If we were to
estimate the driver requirements for energy break-even, M = |, assuming fuel at
liquid density, n=1, and perfect coupling but with no self-heating or burn
propagation, Be,=1, then the formula would yield a driver requirement of
E4ver=1.6 MJ. A reactor application with M=100, n=1, and Be,=1 would
required E .., =1.6X10° MJ. Hence the required driver energies are quite
large if we are working with fuels at liquid density.

But notice that the driver energy scales as the inverse square of the
compression. If we were somehow able to compress the fuel to very high
densities, say, a compression factor of 104, then the reactor driver energy is
reduced to E .., =16 kJ. Although this estimate is far too optimistic, it does
demonstrate the strong sensitivity of driver energy requirements on fuel
compression.

As an aside, we should note that most of the driver energy will be used to
compress rather than heat the fuel. We will demonstrate later that the driver
coupling efficiency is typically about e,,~5%, even if the driver beam is totally
absorbed in the target. Hence if we are to achieve Be,~1, we will need a
multiplication due to alpha particle self-heating and thermonuclear burn
propagation of 8~20. These latter processes will therefore play a very im-
portant role in any practical ICF scheme.

2.4. THE SCENARIO FOR INERTIAL CONFINEMENT FUSION

We have noted that the most important processes in fusion reactions involve
binary collisions (fusion reactions, alpha particle energy deposition, and elec-
tron-ion temperature equilibration) and therefore scale as the square of the
compression. That is, increasing density by a factor of 10° increases the
collision rate by 10°. This is manifested in the dependence of thermonuclear
burn efficiency, self-heating, and burn propagation on the product of fuel
density times radius, pR.

In spherical compression, the density (for constant mass) scales as p~R >,
Hence we find that the product pR~( R *)R~R™2. Thus compression by 10*
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reduces the mass required to initiate efficient thermonuclear burn by 10%. (The
typical imploded fuel masses in ICF targets are of the order of 1073 g.)

But how do we achieve such densities??? There are several examples on an
astronomical level. In the sun, compressions range as high as 103 with a
corresponding temperature of 1 to 2 keV. This corresponds to a pressure of
10'" atmospheres. The fuel confinement is maintained by the enormous mass
of the sun, m,~10% kg.

In white dwarf stars, compressions of 10° to 10° are found corresponding to
pressures of 10'® atm. At these compressions the electrons become degenerate.
That is, their de Broglie wavelengths become comparable to their mean
separation so that the exclusion principle becomes important and results in an
additional repulsive force.

So the necessary compressions (and densities) do occur on an astronomical
scale. But how can we generate sufficient pressures (10'2 atm) to compress the
fuel to n~10* in a terrestrial environment? There are several possibilities:

1. Chemical explosives. The pressures produced by chemical explosives are
limited by the strengths of chemical bonds to roughly 10 atm. These
pressures can be increased by another order of magnitude (107 atm) by
using geometric convergence (e.g., a spherical implosion), but they still fall
far short of the required magnitude.

2. Light pressure. Suppose we focus the intense beams of high-powered
lasers on the fuel. Then the ponderomotive force exerted by the light on
the pellet surface corresponds to a pressure of

I 107 W/cm? 8
p~—~ o ~10° atm
¢ 3X10%cm/s

still not high enough even with very powerful lasers.

3. Ablation pressure. Here the idea is to use the driver energy beam (laser
light or charged particle beams) to heat surface material and ablate it off
into the vacuum surrounding the pellet. The back reaction to the ablating
surface generates a pressure, much as that generated by a rocket exhaust.
For the same reason that matter-ejecting rockets have much larger thrust
than photon rockets, the pressure is multiplied to

o107 o
p~;~TO—8~10 atm

4. Geometric convergence. We can multiply this pressure further by taking
advantage of geometric convergence, for example, in a spherical implosion.
This convergence can increase the pressure by a factor of 100.

5. Isentropic compression. 1f we compress the fuel isentropically so that it is
not heated to high temperatures, then we can compress it into a Fermi
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degenerate state (that is, until the electrons obey Fermi-Dirac rather than
Maxwell-Boltzmann statistics). Then the pressure required for a given
compression or fuel density is at a minimum and given by

w2 (kT\® 3=*(kT\*
p~%neeF %+T(E—F) —W(E—F) + - (2.3])
where ¢, is the Fermi energy.
3123 p2
ew=i(2) o

[ 4

For example, at a compression of n~10* (corresponding to an electron
density of n,~5X10%), the minimum pressure is p~10'2 atm when
e »kT. This should be compared with a required pressure of p~10'* for a
temperature of kT~5 keV (which corresponds to the ideal ICF fuel
ignition temperature for D-T).

To illustrate just how this enormous compression might be achieved, let us
consider the simplest scenario of the implosion of a fuel pellet to the required
densities using high-powered laser beams (see Figure 2.3)?* 2:

1.

We begin by irradiating a 1-mm sphere of liquid D-T fuel uniformly about
its surface with intense laser light (which will reach a peak power intensity
of 10" W /cm?).

The outer surface of the pellet heats, ionizes, and ablates off to surround
the pellet in a cloud or “corona” of low density plasma, characterized by
electron densities n,~10' to 1022 cm 3.

The electrons in the corona continue to absorb more energy from the
incident laser beams, but now the beam can only penetrate into the critical
density where the plasma frequency equals the light frequency. This critical
density surface occurs at 102' cm™? for Nd laser light at 1.06 pm and 10'°
cm™? for CO, laser light at 10.6 pm.

The energy deposited by the laser at the critical surface is then transported
into the surface of the pellet by processes such as electron thermal
conduction. This energy continues to heat the pellet surface, driving the
ablation process and producing high pressures.

As the ablation of the surface continues, a shock front is formed that
converges (implodes) inward, pushing cold D-T fuel ahead of it to higher
and higher densities along the “Fermi degenerate adiabat.” The various
hydrodynamic and energy transport phenomena involved in this stage of
the implosion process are shown in Figure 2.4. Here it is important to
compress the pellet fuel isentropically (without appreciable heating) in an
effort to bring it to very high density while still leaving it relatively cold.
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Figure 24. The hydrodynamic and energy transport processes involved in an ICF
target implosion.

fuel spark to become more transparent to alphas as it heats up enhances
this process. The adjacent fuel material layer burns, producing further
self-heating in cold fuel material and producing a thermonuclear burn
wave that propagates outward, consuming the dense pellet core. If pR>3
g/cm?, an efficient thermonuclear burn will occur, with some 30% of the
fuel in the dense core being consumed.

Of course a great many physical processes, some of which are only margi-
nally understood, are involved in this scenario. These processes will be the
primary focus of Chapters 3, 4, and 5. Furthermore, this ICF target consisting
of liquid DT is oversimplified. More realistic and complex designs will be
discussed in Chapter 9.

2.5. TARGET GAIN REQUIREMENTS

Thus far we have considered the driver energies required for efficient thermo-

nuclear burn in ICF targets, and have run through a brief scenario of one

possible implosion scheme. Let us turn this discussion around a bit by asking

just what value of pellet energy gain will be required in ICF applications.??
Recall that we have defined the pellet or targei energy gain as

E, .
pellet energy gain=M= E@ﬂ (2.32)
driver

Also recall the definition of the driver-coupling efficiency:

coupling efficiency=e,=—"— (2.33)

It is useful to introduce one further definition that takes into account the fact
that the thermonuclear burn will occur only in the highly compressed core of
the fuel pellet. We will define the fuel gain G by

E. .
fuel gain = GFE-Z{E‘lll (2.34)
fuel
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The fuel gain and pellet gain are related by the driver-coupling efficiency
M=¢,G, (2.35)

Here we recall that ¢, is determined not only by the efficiency of the dnver
beam absorption process, but also by the efficiency in converting absorbed
energy into the energy of the compressed pellet core through the ablation
process. For example, a high gain pellet with M =200 would be characterized
by a coupling efficiency of roughly €,~0.05 and therefore would require a very
large fuel gain of G,=4000.

To determine the pellet gain requirements for a power reactor, suppose we
consider the use of the fusion energy to produce electricity through a thermal
cycle as shown schematically in Figure 2.5. Here we have noted that a certain
fraction of the produced electrical energy must be circulated back to power the
driver. We can associate an efficiency with each aspect of this process as
follows:

_ driver energy output
0= Griver electrical input

driver efficiency=

gross plant thermal efficiency=1,,, (2.36)

net plant thermal efficiency=n,
(taking into account driver power)

From the definition of the pellet gain we can determine

1

- Np(Nen—7p) ! (2.37)

M

Hence we can solve for the plant efficiency as a function of pellet gain

1

=0 M) (2.38)

The fraction of the gross electrical power needed for the driver, that is, the

P
RS
—— — — -
(:3 —_—— — - o
———':\-
e e — — — = =

Y

Figure 2.5. The production of electricity using an inertial confinement fusion driven
thermal cycle.
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recirculating power fraction Fj,, is given by

1
Fp=——F———
b nanh(M+l)

With this background, we can now go on to define two criteria for de-
termining pellet gain requirements:

Engineering breakeven: the fusion energy production is just sufficient to
balance driver energy needs, that is, F,=1. Then the breakeven gain is

Mp

MEE= (2.39)

Scientific breakeven: the fusion energy production is just sufficient to
balance driver energy output.

MSB=1 (2.40)

For typical thermal cycles, 5, ranges between 35 and 50%. Furthermore, most
driver designs (lasers in particular) are constrained by a limit on driver
efficiency of n,~ 10%. Thus we find that

MEB~10 (2.41)
For significant power production, it is apparent that we will need

M=100 (2.42)

In fact, most power plant designs based on ICF schemes assume a pellet gain
of M~ 150 to 200.

For example, the Wisconsin SOLASE laser fusion reactor design® assumes
parameters: laser efficiency n,=0.07, fusion energy E; .,= 150 MJ, and laser
energy output E, .. =1 MIJ. This would correspond to a pellet gain of
M=150.

It is apparent from Eq. 2.39 that the required pellet gain for engineering
breakeven is a very sensitive function of driver efficiency. Unfortunately, most
advanced laser drivers project only rather modest efficiencies in the 4 to 8%
range. These would require the development of high gain targets. For example,
a driver pulse energy of 1 or 2 MJ would achieve a fusion yield of 100 to 250
MJ per shot. Such low driver efficiencies also require a large circulating power
ratio £}, (20 to 50%) to energize the laser. To reduce the circulating power ratio
to lower levels (10%) with laser drivers would appear to require very large
driver and pulse yields.

By way of contrast, light ion and heavy ion drivers should be able to achieve
efficiencies in the 20 to 30% range. High gain targets (M =100 to 200) would
then allow a recirculating power ratio of only 10% for a driver in the 1 to 2 MJ
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range and a fusion energy yield of 100 to 250 MJ per shot. Such charged
particle beam drivers, with their much larger efficiencies, could also be used
with low gain targets (M~ 30) with an increase in driver pulse energy (10 MJ)
and shot yield (300 MJ).

To better understand possible ICF target gains, let us examine in more detail
the fuel gain G, for D-T fuels. Although the largest D-T reaction rate occurs in
the temperature range 20 to 80 keV, let us base our estimates at the more
modest ignition temperature 10 keV. The energy required for a single D-T
reaction (including the thermal energy of both ions and electrons) is then
4X10 keV. Hence the energy gain from a single D-T reaction is (17.6
MeV)/(4X 10 keV)=440. That is, a 100% burn of a uniformly heated pellet
core would yield a fuel gain of only G=440. But this is not sufficient, since
we know that typical burn fractions are f,~30 to 50%. Furthermore, the
driver-coupling efficiency of €,~0.05 implies that to achieve pellet gains of
M~ 100, we are going to need fuel gains of G~2000 or greater.

How do we design such high gain targets? It is useful to make some
order-of-magnitude estimates. Suppose we have managed to compress the core
of a fuel pellet to the desirable condition of pR~3 g/cm’. Since this is
sufficient to capture the alpha reaction products (with range 0.5 g/cm?), we
need only heat the core to ignition temperatures of 1 to 2 keV. This corre-
sponds to a specific ignition energy of e,,,.0,~30 MJ/g. To achieve the
necessary pR condition requires a compression of n~10%. If we manage to
compress the pellet into a degenerate state such that k7T <ep~
1 keV, then the compression energy (pdV work) required is e mpression™
30 MJ /g. Hence the total energy input required is the sum of the ignition and
compression energies, or 60 MJ per gram. But for a pR~3 g/cm? fuel, the
specific fusion energy release e, ;,,~10° MJ /g. Hence the maximum fuel gain
of such a target would be

_ € fusion ]00,000
Gp= e 60 1500

If we recall that roughly 95% of the driver energy goes into the ablation process
required to produce the high compressions, that is, €,=0.05, then we find a
pellet gain of

M= Efusion =75
Edn'vcr

Hence it is apparent that to achieve such high pellet gains, we must depend on
the processes of self-heating and thermonuclear burn propagation to minimize
the driver energy that will act as a match to light the fusion flame.

As an aside, it should be noted that target gains tend to increase with both
driver energy and fusion energy yield. For example, numerical and analytic
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Figure 2.6. Calculated pellet gain as a function of driver energy.

studies of various target designs predict a trend (see Figure 2.6)%* 25

MZMOEgﬁtcr (243)
Here, depending on the model (and the degree of optimism), M, varies from a
low of 30 to a high of 300.

2.6. INERTIAL CONFINEMENT FUSION BURN PHYSICS

The key to the practical application of inertial confinement fusion is the
achievement of high target gains, that is, maximizing the ratio of fusion energy
released to driver energy. Considerations in the preceding section suggested
that target gains of as much as 100 would be needed to overcome driver and
energy conversion inefficiencies. The achievement of such high ICF target
gains will require taking advantage of several important physical processes: (1)
isentropic compression of the fuel to very high densities, (2) self-heating of the
compressed fuel to high temperature by trapping reaction products (alpha
particles) in the reaction region, and (3) igniting only a small region in the
compressed fuel and then allowing the thermonuclear burn to propagate
through the remaining fuel. In this section we examine each of these important
processes and their effect on target gain.
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2.6.1. TARGET COMPRESSION

To assess the importance of fuel compression, it is a useful exercise to examine
in some detail the heating of an uncompressed fuel target to fusion tempera-
tures. In particular, we will consider the target to be a simple spherical droplet
of D-T fuel at liquid density, p,,;4=0.2 g/cm?’ (particle density n=4.5X10%
cm3). The general idea is to attempt to heat the fuel pellet to thermonuclear
temperatures very rapidly so that an appreciable number of D-T fusion
reactions will occur before the pellet disassembles. The important physical
processes in this problem include: the heating of the pellet fuel to fusion
temperatures using driver energy deposited on its surface, the equilibration of
electron and ion temperatures in the fuel, and the hydrodynamic expansion or
disassembly of the target. We will base our discussion of these processes on a
simple model developed by Brueckner and Jorna.?"2

The key to the physics of the problem is to recognize that the driver beam
can deposit energy only in the outer layers of the target. For example, laser
light will only penetrate into the critical density (102! cm 3 for 1.06-um light).
Hence the interior of the target must be heated to fusion temperatures by some
mechanisms other than laser energy deposition. (Note that if we could develop
ultraviolet lasers, say with wavelengths in the 0.1 to 0.2 um range, then the
light beam could penetrate into even liquid density plasma.)

We will take the principal heating mechanism to be electron thermal
conduction. The small electron mass makes these particles sufficiently mobile
that the plasma becomes an excellent conductor of heat. The thermal conduc-
tivity is strongly temperature dependent, scaling as x~ 7"3/2. This temperature
dependence leads to a number of interesting nonlinear conduction effects
which will be considered in detail in Chapter 4.2 However, most relevant to
the present discussion is the formation of a thermal wave that moves into the
target to heat the fuel material.

In the actual pellet-heating process we find a large variety of physical
phenomena, including the absorption of the driver energy, the transport of this
energy into the surface of the pellet via electron thermal conduction, the
heating and ablation of the target surface, and the penetration of both thermal
and shock waves into the dense pellet fuel. However for the purposes of our

| 1~
d é ¢

Figure 2.7. Heat wave propagation into a laser
heated target.
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present discussion of the heating of an uncompressed target at constant liquid
density, we will consider a simple model in which the driver energy is
transported into the surface of a slab (one-dimensional) target in such a way
that the temperature at the surface is maintained at a constant magnitude T,.
The driver is assumed to maintain the surface of the target at this temperature.

This process will drive a thermal wave into the target which heats the dense
fuel material. We can estimate the distance dy, the heat wave will propagate
into the target in a time ¢ by a simple energy balance (see Figure 2.7). If n is
the number density of the target and ¢ is the driver power intensity (W /cm?)
at its surface, then

thermal energy
¢1~nykT,dyw= per unit area (2.44)
of target

energy incident _
on surface

We can balance this energy flux against the heat flux conducted into the target
by using Fourier’s law of heat conduction

__ o7
9= dx

where x is the thermal conductivity. If we balance this against the incident
energy flux ¢ and estimate the temperature gradient 07/dx~(T,/dyw), we
find

¢"K y
HW

But for a plasma we have noted that the thermal conductivity depends on
temperature as

= T5/2
k=xoT,

Hence we can solve for the distance of penetration of the heat wave as

1572, 1172
L] (2.45)

dHWN[ kn,
(In Chapter 4 we will note that an exact solution of the nonlinear diffusion
equation describing heat conduction in a plasma will give a similar result.)
But this is only part of the story. We must now account for the fact that the
pellet will disassemble through the propagation of a rarefaction wave inward
from its surface at the speed of sound. The depth of penetration of this
hydrodynamic disassembly wave is
k(T,+T) ]2
,,2651200[—(——'2—')] t (2.46)
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If we compare Eqs. 2.45 and 2.46, we note that since dyw~t'/? and dy~t, the
heat wave will initially propagate into the target more rapidly than the
disassembly wave. The rarefaction wave will catch up with the heat wave when
dyw~dy or

5/2
Ko ) el

247
200m0 ) [k(T,+T;)/2]"* 247

dHW:(

At this point the target density n, will drop, and the driver beam (e.g., the laser
beam) can penetrate into the target and heat the fuel directly.

The thermal energy (per unit area) of the heated region of the target is given
by

E perma™ %"ok(Te""T.) dyw

If we heat this region to fusion temperatures, the fusion energy produced is
given in terms of the reaction rate as

2

n
Efusion= 70 (vo}WTR dHW

where the reaction time 75 can be identified as the disassembly time for the
region
duw _ 2K, T2

¢ odnok}(T,+T))

TR~ Ty~

At what temperature do we evaluate (vo)? The heat wave will heat the
electrons first. The ion temperature will then equilibrate with that of the
electrons according to the rate equation

at, _ 1,
= = (L-T),

€

Tei

_ 3m, m, ( T, )3/2
Tei 8(27)"*ne’ln A

me
We can again use simple estimates of the derivative term d7,/dt~T, /7, to find

T~2(T,-T)

el
If we now use our expression for the disassembly time for 7., we can solve for

T,~0.315T, (2.48)

This simple analysis suggests that the ions will only partially equilibrate with
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the electrons.?”?® The ion temperature in the reaction zone will always be
much lower than the electron temperature. (This feature is confirmed by
computer simulations.)

We can now combine these equations to estimate the thermal energy of the
target fuel as

K T,+T\'?
Ethcrma]:%—‘TeS/z( 2k )
Thus we can determine
E. 1 KOTS/Z
usion _ vo e 2.49
Ethcrmal 6< > D(z)k3(7;+7:)2 ( )

Brueckner and Jorna have evaluated this expression for several typical cases.
For temperatures 7,=10 keV, the corresponding ion temperature is 7,=3.15
keV and the ratio of fusion to thermal energy is 0.0755. For electron tempera-
tures 7,=30 keV, the ion temperature is 7,=9.45 keV and the fusion to
thermal energy ratio is 3.54. If we assume the driver beam is incident on a
target area of md 7y, then the driver energy required for the first case is 505 kJ,
while that required for the second case (which exceeds breakeven) is 1,120 MJ.

Hence this simple model suggests that the driver requirements for breakeven
are of the order of 10° MJ because of the balance among the time required to
conduct heat into the target, the time required for the electron and ion
temperatures to equilibrate, and the time available before the pellet disassem-
bles. It is apparent from this analysis that the direct heating of an uncom-
pressed pellet looks quite out of the question. (And we still have not accounted
for incomplete driver energy absorption, energy lost to surface ablation, or
temperature and density gradients in the heated layer.)

Hence fuel compression will be essential for appreciable gain. We have
already seen the importance of this feature in our earlier expression Eq. 2.29
for the driver energy requirement (keeping in mind the limitations of this
result).

3
Egpa~—— L x16M)
(Be)* n*

Here we found that the required driver energy scales as the inverse square of
the compression. Thus a premium is placed on achieving high fuel densities.

2.6.2. SELF-HEATING

A second important goal in inertial confinement fusion is to achieve fuel
densities sufficient to trap an appreciable fraction of the high energy reaction
products. If this can be accomplished, then the reaction products will deposit
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their energy in the fusion reaction zone, heating it to higher temperatures and
thereby increasing the fusion reaction rate. The requirement for efficient
thermonuclear burning is that the range of the charged particle reaction
products be only a small fraction of the dense fuel core. Then, once burning
starts, the reaction production energy deposition will quickly “bootstrap™ heat
the core to high temperatures (20 to 80 keV) where the fusion reaction rate is
the greatest. 23!

The reaction products of the D-T reaction are 3.5-MeV alpha particles and
14.1-MeV neutrons. The ratio of the alpha particle range to the compressed
fuel radius R is given in terms of the electron temperature as?’

A 1.9 1
=2~ T, in keV 2.50
R (1+122/15/%) (bR) (T.inke) (250

The ratio of the range of 14.1-MeV neutrons to the fuel radius R is

A, 46
R (2.51)

At electron temperatures of 10 keV the neutron range is some 20 times that of
the alpha range, so to first order we will assume that only the alpha particle
self-heating needs to be treated. (We will examine the case of neutron self-
heating in Chapter 4.)

Of the alpha particle energy deposited in the fuel, a fraction

i=(+F)

is deposited in the ions. In particular, for a temperature 7,=10 keV, f,=0.24,
so that roughly 25% of the alpha particle energy will contribute to bootstrap-
ping the fuel temperature to higher values (and higher reaction rates).

Brueckner and Jorna?' have developed a simple model to estimate the effect
of alpha self-heating on fuel ignition and burn. If W, is the alpha particle
energy deposited in the fuel region, then the rate of energy deposition can be
equated to the increase in thermal energy of the fuel (assuming for the moment
temperature equilibration T,=T)

dE __47R® n_2
dt self-heating 3 4

(vo)Wyep

_dE, _4nR’_  dT
= —dt— = 3 3nkE- (252)

The time available for heating and fusion is again determined by the disassem-
bly time. If the temperature were uniform, we could use 7,~R /c,. However in
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this case we must take into account the temperature dependence of the speed
of sound, ¢,=uvy(kT)"/% If we change variables from time t to R(t), where
dR /dt is identified as the sound velocity c,, then we can integrate Eq. 2.52 as

T'/*dT
! fRndrz bl 2 (2.53)
0

12 T, <UO>Wdcp
where T is the initial temperature and 7, is the temperature after a time
corresponding to the disassembly time. The thermal energy of the pellet just
prior to ignition is

47R?

We can integrate the fusion reaction rate to find the total fusion energy
released as

4R’ W ,
Efusion(’): 3 T 0n2<vo)dt

Therefore we can identify

Er : W t W T| dT
usion — n vo dt’: _ s 254
Epnt) = TokT, (o0 = I W (1) (259

To complete this calculation, we must estimate the alpha particle energy
deposition W, . Brueckner and Jorna use a simple interpolation

R
Wdcp: W“(R‘*'—)\a) (255)

where W, =3.5 MeV and A, is the range of the alpha particle. They have
calculated the integrals in Eq. 2.54 to determine the ratio E; ../ Eperma(0) for
various driver energies. Appreciable self-heating can lead to a very significant
decrease in required driver energies. For example, a self-heating ratio of
Esion/ Ehermal(0) = 100 would reduce the required driver energy by a factor of
400 over that for an uncompressed pellet, since the driver only has to provide
the relatively small energy for ignition.

The optimum energy for ignition depends on several factors. For example,
bremsstrahlung radiation is a serious loss mechanism for low temperatures.
Below 4 keV, the bremsstrahlung energy loss rate is some four times that of the
alpha particle heating rate. The condition for pellet transparency to brems-
strahlung radiation is given by

n’R<6.43x104(kT)"* cm ™3 (2.56)
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If we use the disassembly time 7,=R/c,, we find this implies a condition on
compressions of

Efusion (257)

n
=—<7.75%10*
L Ethcrmal(o)

n,

Hence for compressions of 10° to 10* and values of Ey o,/ Eperma(0) of 100 to
1000, the fuel becomes opaque to bremsstrahlung radiation, and ignition can
occur for temperatures T, less than 4 keV. For large self-heating ratios, the
optimum ignition temperature is about 2 keV.

2.6.3. THERMONUCLEAR BURN PROPAGATION

Fuel compression and alpha particle self-heating are insufficient in themselves
to achieve the very high gains required of ICF targets. In addition, the fuel
target must be designed to take advantage of the process of thermonuclear
burn propagation. Here the general idea is to use shock compression to induce
central ignition of the fuel, that is, to ignite a central “spark”_surrounded by
~cold fuel below the ignition temperature. As the spark burns it becomes
transparent to the reaction products, and they stream out and rapidly heat
adjacent fuel material to ignition temperatures. In this way one can ignite a
spherically expanding burn wave which propagates outward, leading to com-
plete ignition of the compressed pellet core. The propagation of such an
expanding thermonuclear burn wave through a spherical target is shown in the
computer simulation results plotted in Figure 2.8.2°

Energy transfer from the burning central region to the adjacent cold fuel can
occur through three mechanisms?': (1) hydrodynamic energy transfer (due to
rapid pressure buildup in the burning region), (2) electron thermal conduction
from the hot burning region to the cold fuel material, and (3) energy deposition
by escaping reaction products (alphas, neutrons, and X rays). Usually the
propagation of the burn front is highly supersonic, so that hydrodynamic
energy transfer (1) is not a dominant effect.

Since hydrodynamic effects are only of secondary importance in the propa-
gation of the burn wave, Brueckner and Jorna modeled this phenomenon by
ignoring hydrodynamic motion and determined the rate of advance of the burn
wave based on energy conservation. First they noted that if the central spark
region is characterized by a density n, and a radius r, one can write the rate of
energy production in the uniform central region

dEfusion — 41"'3 n%
a3 ooy

(where the neutron energy deposition is ignored). The rate of change of the
internal energy in the expanding region can be calculated as

d .
—(37r°nokTy) = 4mr’nokTy+ dmn o r 2k Ty

dt
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Figure 2.8. The propagation of a thermonuclear burn wave outwards through a fuel
core heated to 10 keV. (Courtesy of the University of Wisconsin Fusion Engineering
Program.)

Equating these two energy expressions will yield an equation for the radius of
the burning region r:
o n0< DO> Wa 1 TO

I’—-—l—z—lzi,o—r—gr?o (258)

The temperature of the burning region, T;,, will increase until the alpha particle
range A, becomes large enough to allow alphas to escape into the surrounding
fuel. That is, the burn region temperature 7, will adjust itself so that A ,~r,

7;)3/2
r~X,=A, . (for T,>40 keV)
0
Hence one can write
Ty _2+¢
T, 3r

But we recall that the speed of sound is given by ¢, =v,T'/2. Hence we can
calculate

A

44v,

burning front speed _ 7
speed of sound c,

3(ve W,
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For temperatures kT;,>15 keV, 7#/c,>2, that is, the propagation of the burn
front is supersonic in the cold fuel matenial.

If we return to the self-heating equation 2.54, we can estimate the required
driver energy for ignition. We will take k7, =4 keV and k7;,=2 keV. Then the
initial thermal energy required for central ignition is found to be

Eperma = 37nor3k Ty =7.99X 10697 kJ

The minimum energy of the cold fuel is its degeneracy energy (that is, the
energy due to the repulsion of the degenerate electrons):

Egegencracy = 3TR’n €40, =80.5R°7°/> k)
where we have taken the individual degeneracy energy per electron as &4, =

2.6872/3 eV per electron. After ignition, the fuel will burn at 40 to 150 keV. If
fuel depletion is accounted for by solving

dn n?
@~z
for
n(t) 1

no 1+ 4(vedngyt
we find a fusion energy yield of

Efusion: %‘”RJ( nog—n ) u/fusion/z
2

n vo )t
=47R> 2 W (oot (2.59)
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Figure 2.9. Analytical estimates of the fusion energy production in cold D-T fuel
ignited by a spherically propagating burn wave. (After Brueckner and Jorna, Ref. 21.)
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Figure 2.10. Estimates of target gain versus compression based on early versions of
the LASNEX code. (After Emmett et al., Ref. 19.)

If we take ¢ to be the disassembly time 7,=R/c, and furthermore assume that
burning occurs at 80 keV, we find

. X 7.2 p4
E, =1PX10mR"
1+0.00648R7

Brueckner and Jorna?' used this expression to calculate the fuel gain G,=
E, ;on/ Eo for various igmtion energies E, and compressions 1. These results
are plotted in Figure 2.9. Similar estimates based on LASNEX computer
calculations at Livermore®? are given in Figure 2.10. These results suggest that
very large fuel gains are possible if burn propagation occurs.

2.6.4. SOME FURTHER COMMENTS

Hence the key ingredients in achieving high ICF target gain are compression,
self-heating, and thermonuclear burn propagation. The trick is to bring the fuel
to very high density, but in such a way that only the central region is heated to
ignition temperatures. Then self-heating and burn propagation will ignite the
remainder of the fuel material.

High compressions will require a high implosion velocity of the material
surrounding the fuel region. To be more precise, if the ignition temperature of
the fuel is taken as 3 keV, then the thermal velocity of ions in the fuel is
vy, =(kT,/m,)'/*=3.3X 107 cm/s. If we take this as a rough measure of the
required implosion velocity, then we find a rough estimate of the required
implosion energy?®' for a I-mg target as
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Figure 2.11. The energy densities required to achieve fuel ignition for various com-
pressions. (After Nuckolls et al., Ref. 22.)

A second important consideration in achieving high gain is to compress the
fuel in such a way that one avoids heating the fuel material—that is, isentropi-
cally. As we will show in the next chapter, the minimum work required for the
compression of fuel can be estimated by using the ideal gas relationship for
adiabatic compression, p¥ Y =constant, to find

(57

For example, the work required to compress a 1-mg target through a volume
change of 1000, assuming the fuel starts at a temperature of 7,=1 eV, is only
6 kJ.

We have summarized these discussions in Figure 2.11, which indicates the
energy densities required to achieve fuel ignition for various compressions.
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THREE

The Physics of
Hydrodynamic Compression

The primary objective in inertial confinement fusion is to compress the fuel
pellet in such a way that only a central region of the compressed fuel mass is
brought to ignition temperatures, leaving the rest of the compressed pellet as
cold as possible. In this way one can ignite a central spark that propagates
through the compressed fuel mass as a thermonuclear burn wave. This ap-
proach minimizes driver energy requirements by using the driver only to
compress the fuel to densities sufficient for ignition and efficient thermo-
nuclear burn.

The essential processes involved in this scheme are shown in Figure 3.1." 2
The driver energy is deposited in the outer layers of the fuel pellet (perhaps
even in the outer layers of the plasma corona surrounding the pellet). This
energy is then transported inward to the ablation surface by mechanisms such
as electron thermal conduction where it heats the surface material, ablating it
outward. This ablation process produces large pressures that drive imploding
shock waves into the pellet, compressing the fuel to very high densities in such
a manner as to avoid premature fuel heating (isentropic compression). In this
way the minimum amount of work is required to achieve fuel conditions
necessary for efficient thermonuclear burn. At peak compression, the central
region of the compressed fuel mass is brought to ignition temperature by the
converging shock waves. A thermonuclear burn wave is produced that propa-
gates outward, consuming the cold compressed fuel material and releasing
thermonuclear energy.

To achieve this energy-efficient thermonuclear burn, we place two require-
ments on the hydrodynamic implosion process: first, we must isentropically
compress the fuel core to pR values greater than 1 g/cm?, second, we must
implode the fuel in such a way that the shock strength at the center is great

65
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where

P = pressure tensor

_m[dy Oy
A= (a7+§;,)

g=heat flux density

These equations can be derived in a number of ways, including control volume
arguments or by taking moments of the Boltzmann equation.®’ Although they
are exact, they are incomplete as they stand since the pressure tensor and heat
flux are as yet unspecified. To close the equations, it is customary to introduce
the usual approximate transport laws:

Stokes law of viscosity:

:pl—2%(A—%1-lV-u) (3.2)

where p is the local hydrostatic pressure, p=p(k/m)T, and p is the shear
viscosity.

Fourier’s law of thermal conduction:
q=—«vT (3.3)

where « is the thermal conductivity.

The hydrodynamics equations characterizing the fluid can be written as:

dp _
5 + v -pu=0
d
P(E+u-v)u—%F=—Vp+_%V}LV-u+p.V2u (34)

d
pcv( T +u- V) T=—p(V-u)T+v-«xVT
These are sometimes referred to as the Navier-Stokes equations.

Thus far we have confined our attention to a single-species gas. But a plasma
must often be modeled as a two-component fluid, accounting for the dynamics
of both the ions and electrons.® In this case we would choose six hydrodynamic
variables:

pe' pl’ ue‘ ul’ Te‘ Tl
Therefore we might expect to need six hydrodynamics equations. Furthermore,
we now have the added complication of the electric and magnetic fields
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associated with the long-range Coulomb interaction of the electrons and ions.
Hence to these six hydrodynamics equations we must also add Maxwell's
equations, which self-consistently describe electromagnetic forces on the fluids.
Such an extended set of hydrodynamics equations is rather complex.’

Fortunately for most inertial confinement fusion applications, we can sim-
plify somewhat this set of equations for a plasma by first recognizing that over
the length scales of most concern, there is no charge separation.'® More
precisely, we can ignore charge separation if the ratio of the Debye length to
the electron mean free path is much less than one:

Here we have defined"'

172
kT,
A p=Debye length= ( — )
4mn e

(3kT,)’
8(0.714)7n e’In A

A . =celectron mean free path=

In inertial confinement fusion applications, this ratio typically ranges from
1073 (for n,~10% and kT,~1 keV) to 0.03 (for n,~10%" and kT,~1 keV).

The fact that the Debye length is much shorter than the mean free path (and
hence hydrodynamic length scales in ICF plasmas) allows us to eliminate the
force term pF /m and avoid the need to solve Maxwell’s equations along with
the hydrodynamics equations. (It should be noted that this approximation can
frequently be relaxed by computing the transport coefficients that appear in
the hydrodynamics equations in such a way that accounts for electric or
magnetic field effects.)'?

The short Debye length also allows us to assume that electron fluid and ion
fluid charge densities and velocities are equal,

n,~2n, u,~u,

that is, the plasma behaves as a “single fluid” rather than as a mixture of two
fluids. However in most cases the time scales of interest are much shorter than
the electron-ion temperature equilibration times (although usually larger than
the electron or ion self-equilibration times):

Tee<‘r1i<’r<fei

Hence we must characterize each of the components of the plasma fluid by a
different temperature, T,#T,.
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Therefore the model most frequently used to describe the hydrodynamics of
an inertial confinement fusion plasma is a single-fluid, two-temperature de-
scription in which

n=n,(1+2Z)

p=n(m,+Zm,)

Uu,=u,=u
P=p;*p.
T.#T,

Several other remarks are in order before we write down the full set of the
hydrodynamics equations for an inertial confinement fusion plasma. First, we
note that because of the large mass difference between the electrons and the
ions, m;»m,, the ions are responsible for momentum transport (and hence
viscosity) while the electrons are responsible for energy transport (and hence
thermal conduction) in the plasma.”'? In mathematical terms,

9y, ke
,"1 ax P’e ax
T, a7,
Kot Pk 7L (3.5)

Furthermore, the very high thermal conductivity in a plasma leads to a Prandtl
number, Pr=pc,/k~0.065, which is very small. That is, inertial confinement
fusion plasmas are nearly inviscid.

The single-fluid, two-temperature hydrodynamics equations used to describe
an inertial confinement fusion plasma can now be written as

3

a1 +V-pu=0

d
p(-&+u-V)u—%Fz—Vp-F%vu,v-u-Fp.,vzu

a7,
peue( G+ ) =V kY T p (VW —a (T,-T) +5,

T,

pcv:(a—tl +uv) 7;:V'Klvt—pi(v'u)+wel(7;_7:)+si (3’6)
It is this set of equations that is normally solved in the target design computer
codes discussed in Chapters 6 and 9. The two-temperature nature of these
equations is most important in those regions of the pellet where the driver
energy is deposited and in the electron thermal conduction region—that is, in
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the corona or ablation regions. Here the electron and ion temperatures are
likely to be only weakly coupled.

Fortunately, in the cold, compressed plasma core of primary concern in this
chapter, the electron-ion equilibration time is still very short, being comparable
to 1072 5. So for the purposes of the following discussion, it is appropriate to
use the single-species fluid model of the plasma.

It is with this restricted viewpoint that we now consider in some detail the
processes involved in imploding fuel pellets to very high densities.

3.2. SHOCK WAVES

The compression of the fuel in an ICF target is driven by the ablation of the
target surface using driver energy deposition. The velocity of the matenal
ablating off of the surface is determined essentially by the local speed of sound
in the high temperature ablation region. But the speed of sound in the cold fuel
region ahead of the ablation front is quite low. Hence the inward motion of the
pellet surface due to ablation pressure is supersonic with respect to the cold
fuel material, and shock waves form. Such shock waves play an important role
in the ICF pellet implosion process. In this section we study the general
physics of shock wave propagation.* '4-'

{{hes

plx, 1) A

Figure 3.2. Formation of a shock wave.
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When a large disturbance is suddenly introduced into a gas, say by the
rupture of a diaphragm maintaining a pressure differential in the gas or by a
rapid local deposition of energy, this disturbance will propagate into the
adjacent gas with roughly the local speed of sound ¢,. But the speed of sound is
proportional to the square root of the gas density, ¢, ~ p'/2. Hence regions of
the disturbance with higher densities will tend to propagate faster than those of
lower density, thereby causing the density perturbation to steepen into a sharp
wave front or shock wave propagating faster than the speed of sound in the
ambient gas ahead of the wave. (See Figure 3.2).

Mathematically, we can define a shock wave as any abrupt disturbance that
propagates through the gas, causing a change of state. The Euler equations for
an ideal fluid predict that such shock waves will propagate as a discontinuity
in p, u, and 7. But dissipative phenomena such as viscosity and thermal
conduction will yield a finite shock wave thickness (although the shock
thickness is frequently on the order of the molecular mean free path).

To be more specific, we will consider the propagation of a plane (one-
dimensional) shock wave propagating from right to left in a medium with a
speed D. We will furthermore assume that the fluid ahead of and behind the
shock wave is in steady state, described by the state variables indicated in
Figure 3.3.

It is customary to take the flow velocity ahead of the shock to be zero. That
is, the ambient gas ahead of the shock wave is assumed to be at rest: u,=0.

—_
1

Ahead D a Behind
_ %
uy = 0 - u =u
;
Po <4 Py
/
Po 4/ P,
(b)
u, =D —-———)-—) u,=D-u,
g
Py > U > P,
4
Po ~U_>5 »
Upstream Downstream
{intake, (exhaust,
ahead) behind)

Figure 3.3. Coordinate frames for shock wave analysis. (a) Fixed frame of reference.
(b) Frame of reference moving with shock wave.
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The gas behind the shock is then set into motion with a velocity u,. We are
usually given the density and pressure in the ambient gas ahead of the shock,
Po> Po- along with some measure of the shock wave strength such as its speed D
or the driving pressure behind it, p,. Our goal then is to determine the gas
properties after the shock wave has passed such as the density p, and the flow
velocity u,. Here it should be noted that one commonly introduces the Mach
number characterizing the shock wave, defined as the ratio of the shock speed
and the speed of sound in the ambient gas ahead of the shock:

M= c£ =Mach number
s0

It should be apparent that, by definition, the Mach number characterizing the
shock wave is greater than one; the shock wave propagates supersonically into
the gas ahead.

To analyze the shock wave, it is convenient to shift to a coordinate frame
moving along with the shock (see Figure 3.3). In this frame the gas appears to
decelerate from a speed ug=D to a slower speed u;=D—u,. For that reason,
one refers to the gas ahead of and behind the shock wave as the “upstream”
and “downstream” shock regions or the “intake” and “exhaust” regions,
respectively. For convenience, we drop the primes from the notation for the
velocities u, and u, in the coordinate frame moving with the shock wave.

We can easily determine the downstream variables by using the conservation
equations 3.1, written here in one-dimensional form (and setting viscosity and
thermal conductivity equal to zero, for the present at least):

ap , 0 _
ot + ax("“)_o
S (pu)+ o (p+ou?) =0 (37)
o1 0x )
] pu’ ) ur  pY|_
al(pe+ > )+a pu(e+7+; =0

Here we have found it convenient to introduce two new quantities:
specific internal energy =e=c kT
specific enthalpy=h=e+ P
p

For steady-state flow we can ignore the time derivatives and integrate the
conservation equations across the shock to find

mass conservation: p,u,=p,u,

momentum conservation: p,+poui=p,+p,u?

u} u}
energy conservation: h,+ 70 =h+ ?' (3.8)
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These equations are known as the Rankine-Hugoniot relations.*'*'%2° They are
quite general and exact (and can be derived from a number of different
perspectives, including simple physical arguments).

The Rankine-Hugoniot relations represent three equations for six un-
knowns: (p,. uq, py) and (p,, u,, p,). since the specific enthalpy 4 is given in
terms of the density and pressure by an equation of state

ho=ho(po. Po)
h,=h(p,.p,) (3.9)

We are presumably given the density and pressure in the undisturbed gas
ahead of the shock, p, and p,. Furthermore we are frequently given the
“strength” of the shock in terms of the shock speed D=u,—u, or the driving
pressure p,. (We will usually assume the latter situation since it most closely
approximates the situation of interest in ICF applications.) Therefore we have
three equations in three unknowns:

Pos Po> P1=P)> Uy, U (3.10)

To proceed further, we must assume some form of equation of state
characterizing the gas. For the moment we will leave this arbitrary and develop
a slightly different perspective of the shock propagation. We begin by solving
the Rankine-Hugoniot relations for the upstream and downstream velocities in
terms of the specific volumes V,=1/p, and V,=1/p,:

u(l): VOZ(M)

V,— V,
22 PrPo
u,—V, ( VO—VI)
but
%(”3—“2):%(P|_P0)(V0+V1)
so that

hl_ho:%(Pl_Po)(V0+ Vl)

When combined with equations of state, this yields the pressure behind the
shock as a function of the pressure ahead of the shock and the specific
volumes:

pl:H(Vl'pO‘VO) (3.11)

This function relating p, to ¥,=1/p, is known as the shock Hugoniot.* It is
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Figure 3.4. A comparison of the shock Hugoniot and the adiabat for a gas.

most convenient to represent this function as a curve on the usual p-V diagram
familiar from thermodynamics (see Figure 3.4).

It should be noted at the outset that the shock Hugoniot differs significantly
from the p-V relation characterizing the reversible, adiabatic (or isentropic)
compression of a gas which behaves as pV' ¥ =constant. We recall that the area
under the p-V curve represents the work required to compress the fluid. Hence
the fact that the shock Hugoniot lies above the adiabat or isentrope*?'-? for
the gas implies that more work is required to compress a material by the
passage of a shock than would be required by an isentropic compression (that
follows the adiabatic curve). We will note later that this is evidence of the fact
that the propagation of a strong shock wave is not isentropic. Irreversible
processes such as viscosity and thermal conduction increase the internal energy
(i.e., temperature) of the shocked medium beyond the minimum energy neces-
sary to merely compress it. We will also demonstrate that the stronger the
shock wave, the more the shock Hugoniot will depart from the adiabat (the
more work required for compression by the shock—the more energy dis-
sipated).

Sometimes the shock Hugoniot is written in a slightly different form

_Y
P"PK‘T,("_"K)

where p, and e, are the pressure and specific internal energy as functions of
volume at 0 K. y is a parameter dependent only on volume and is known as the
Griineisen ratio. This particular form of the Hugoniot, known as the Mie-
Griineisen equation of state, is very useful for studying the propagation of
shock waves in solids.

To make this discussion more explicit, let us consider the equation of state
for an ideal gas*'*'® (for the details involved in the derivation of this equation
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of state, see Section 3.7). The ideal gas model is characterized by

1

=er=(15

o

_ _ Y
h-—c,,T—(——Y_1 )pV (3.12)

Hence we can solve for

“8=%[(Y_1)P0+(Y+1)P|]

[(y+1D)po+(y—1)p)]*
( Y 1)P0+(Y+ 1)P|

V.
ui= 20

In this way we can calculate the relationship between the upstream and
downstream variables:

2 _[ (D= (y=1py
Po | (y+1Dpo—(v+1)p,

po [ (y=Dp,+(y+1)p, '
T 2y YMZ2+1
7l=1 2 02 (M()z_])

0 (y+1) M;

Notice that if we substitute the specific volume into the pressure-density
relation, we find an explicit form for the shock Hugoniot in an ideal gas

EZ::;E:E:::;Z(‘)FH(V,po,Vo) (3.14)

P1=Po

We can also calculate the upstream and downstream Mach numbers:

M:.(Y—1)+(Y+|)P1/P01'/2_,(Y+1)l/z(ﬂ)l/z

0 2y 2y Po
(y—1)+(y+1 172 (y—1\

m=| (2Yy po/p: ~(—7271) ~045  (3.15)

As we might expect, M,>1 and M, <1 imply that the motion of the shock is
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supersonic into the material ahead of it and subsonic with respect to the gas
behind the shock.

The limiting form of the relations 3.13 between upstream and downstream
variables for very strong shock waves ( p,/p,— o) is particularly interesting:

Pr 12 2Y a2y
o, 1+Y+1(M0 1)-o00
+1)M¢
a_| (v )20 L+l (3.16)
Po | (y—1)MZ+2| v—1
T, (Y_l)pl

—_— — = 00
T, (v+1) po

This dependence is shown in Figure 3.5. In particular, we note that while the
temperature and pressure rise across the shock will increase indefinitely with
the strength of the shock, the compression or density change approaches an
asymptotically limiting value of

b rtl (3.17)

po Y1

For an ideal monatomic gas, y= 3. Hence we find the important result that the

maximum compression that can be achieved by a single plane shock wave in a
monatomic gas is 4.

We can also calculate the entropy change across the shock. If we define the
specific entropy s as

s=c,In pp™7

M0 =D/C,

Figure 3.5. The dependence of the state of a shocked gas on the shock strength.
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then the entropy change is

As=s, —-so=cvln{ﬂ

(3.18)

(y+Dp,+(y—1)p,

(y=Dp,+(y+ l)Po]’
Po

In particular, we note that the entropy increases as the logarithm of the shock
strength, p, /p,:

As~cl__lnCﬂ -0
Po

(It should be noted that while we have not specifically included the effects of
viscosity and heat conduction in our analysis based on the Rankine-Hugoniot
relations, such dissipative behavior is still properly described by calculating the
change in the state of the gas as we have done. A specific inclusion of viscous
and thermal conduction effects would only affect the shock wave structure, not
the states of the gas ahead of and behind the shock.) We should also note that
in the limit of weak shock waves,

As—0 as ﬂ—»l

Po

that is, the propagating disturbance tends to the limiting case of an isentropic
acoustic (sound) wave.

With this background, let us return to our diagram of the shock Hugoniot
(Figure 3.4) and address the question of how we might use shock waves to
isentropically compress thermonuclear fuel to high density while leaving it
relatively cold. Since weak shock waves approach an isentropic sound wave, we
might attempt to use a series of many weak shocks to approach isentropic
compression. This approach is shown in detail in the p-V diagram of Figure
3.6. in which a series of multiple shocks are used to approximate the adiabat
and isentropically compress the fuel to a much higher density for the same
final pressure (and therefore requiring far less p-V work than would be
required by a single shock wave).

From a somewhat different point of view, we recall that the maximum
compression achievable by a single plane shock wave in a monatomic gas is 4.
Therefore, by subjecting the shocked gas to a second shock wave, we can
increase the density by a factor of 4X4=16. We can continue on in this
fashion to multiple-shock the fuel to higher and higher density.*

But as we noted earlier, the compression of a gas using a strong shock is
highly nonisentropic and therefore rather inefficient. Our analysis suggests that
blasting a fuel pellet with arbitrarily large pulses of energy, thereby driving
strong shock waves through it, will not serve to efficiently compress the fuel.
However these shocks will increase the temperature of the fuel to arbitrarily
large values—provided enough driver energy is available. Hence it appears
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that simple shock compression might be used in part to meet the ignition
temperature conditions for efficient thermonuclear burn, even though the
required compressions of 1000 to 10,000 times liquid density cannot be
achieved in this manner.

Although the general features of shock waves are illustrated by our study of
plane shock wave propagation, there are some important differences that arise
in the propagation of shock waves in convergent geometries. Hence we now
turn our attention to a study of the implosion of a spherically convergent
shock wave, which is the phenomenon of most interest in inertial confinement
fusion applications.

3.3. SPHERICALLY CONVERGENT SHOCK WAVES

A key idea in the use of shock waves to compress inertial confinement fusion
fuel pellets is to use the convergence properties of a spherical implosion to
multiply the driving pressure and hence the compression. The earliest analysis
of this phenomenon was performed by Guderley,?* who considered a self-similar
solution of the Euler equations for a spherically convergent shock wave in an
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ideal gas. Before discussing Guderley’s solution, it is useful to provide a brief
introduction to the concept of self-similar solutions in hydrodynamics.

In fluid dynamics one frequently finds that the fluid variables p(x,t),
u(x,t), and T(x, t) become a function of a combination of space and time, say

p(x,t),u(x,1),T(x,t)— fen(xt®)

This corresponds in essence to a frozen picture of the flow. That is, all
distributions with respect to x change with time without changing form; they
remain ‘“‘similar” to themselves.

The type of flow in which the distributions of flow variables remain similar
to themselves with time and vary only as a result of changes of scale is called
self-similar.?** The most common case is a= — 1, that is

p(x.1).u(x,1), T("")"’fcnﬁ)

The reason for this behavior lies in the fact that the Euler equations contain no
characteristic length or time scales. (Indeed the only length and time scales in a
gas are the mean free path and the collision time, which are related to viscosity
and thermal conductivity.) The only dimensional parameter is the speed of
sound, c,. Hence the flow can depend only on the combination x /1.

The mathematical importance of self-similar flow is that it reduces the usual
partial differential equations describing hydrodynamics to ordinary differential
equations. These ordinary differential equations can then be studied (and
perhaps even integrated) to determine the hydrodynamic behavior.

Guderley obtained a self-similar solution of the Euler equations describing a
spherically convergent geometry in terms of reduced variables related to the
radius-time diagram of the shock front shown in Figure 3.7. He found a
solution for the shock radius r,(¢) of the form

rs(t):S(l—‘i)a (3.19)

c

r,(0) A

Figure 3.7. The radius-time diagram
t t for an imploding spherical shock front.
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where the time ¢, corresponds to convergence of the shock at the center. Here,
a=0.717 for a monatomic gas (y=3) and S is a measure of shock strength.

Of more interest, however, was the state of the gas behind the converging
shock wave. Guderley found that the passage of a converging shock gives a
density increase or compression of 4 (for a gas with y=12), just as for a plane
shock wave. However, this is followed in the spherically convergent case by an
adiabatic compression to a total compression of about 15. The shock wave is_
then reflected at the center, and upon returning gives a further shock compres-
sion to 33. In summary, then, Guderley found that the maximum compression
from a single convergent shock wave was 33.

Therefore one approach to achieving the ultra-high density conditions
necessary for efficient thermonuclear burn would be to deposit energy uni-
formly on the surface of the fuel pellet in such a way as to produce a strong,
convergent shock wave. Brueckner and Jorna? have analyzed this situation and
predict a driver energy requirement of

M3
=16—n* MJ (3.20)
€p

E

driver

where we recall that n is the desired compression, M is the fusion energy
multiplication or gain, and ¢, is the driver-coupling efficiency. Surprisingly
enough, this result indicates that the compression of the fuel by a strong
convergent shock wave does not appreciably reduce the required driver energy.
A more detailed analysis indicates that the effect of compression is offset by an
inefficient temperature distribution produced by the passage of the strong
shock which reduces fusion energy production in most of the fuel. The
compressed pellet core which is strongly heated is too small, and the compres-
sion time is too short to produce an appreciable fusion energy yield.2 More
detailed computer calculations indicate that the required driver energy for
breakeven using single shock compression is roughly 500 MJ. This is far too
large for any conceivable driver.

34. ISENTROPIC COMPRESSION

The key to achieving the very high fuel densities necessary for efficient
thermonuclear burn is to compress the pellet isentropically in such a way that
heating of the dense fuel core is minimized so that the minimum compression
energy is required. This can be accomplished by producing a sequence of shock
waves that approach the adiabatic curve of compression in the p-V diagram of
the fuel. Such isentropic compression requires a gradually rising pressure on
the surface of the pellet which generates a sequence of shock waves of
increasing strength which are adjusted in time so that successive shocks do not
overtake each other before arriving at the center of the pellet.

More precisely, the compression and temperature history of the fuel after the
passage of the first shock follow (approximately) an adiabat until the shock
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reaches the center, where its kinetic energy is converted into internal energy
(temperature) and a reflected shock forms. The final temperature is determined
by the initial shock strength. To avoid excessive preheating, we want to reach
only the minimum temperature required for ignition. Then the achievable
compression is limited only by the degeneracy pressure of the electrons or by
the ignition of the fuel before maximum compression has been achieved.

Perhaps the simplest model of this process is obtained by assuming we can
achieve perfectly isentropic compression by compressing the fuel along an
adiabat. In this case, thermodynamics can tell us the energy required for
compression. When a gas undergoes an isentropic compression, we first recall
that

pV Y =constant

where Y=¢,/c,. From this relationship, we immediately find that the states
before and after compression are related by

pViI=pVy

or

hence

I (V,)"' (pz)“‘”/*
Tl_ Vz, B P

If we model the compression process using a piston analogy, we find that the
work done on the fuel during the isentropic compression is

2 2
W,ﬂzzflpdV=constantfl Vordv

(%)N—ll (3.21)

For example, suppose we take a pellet mass of 1 mg, an initial temperature of
T,=1 eV, and a volume compression ratio of V,/V,=1000. Then for y= 3, we
find the required work is W=5.9 kJ. That is, the amount of work required to
compress a milligram of D—T fuel to 1000 times its liquid density can be as
low as 6 kJ.

Of course the actual driver energy required will be considerably larger, not
only because it is impossible to achieve a perfectly isentropic compression but

— pVa—pV, _ nk
1—y 1—y
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also because most of the driver energy (95%) is expended in producing the
driving pressure (via ablation). One can reduce the compression requirements
by using spherical shell targets. The shell stores kinetic energy during the
implosion and then produces the necessary temperatures and pressures in the
fuel by energy transfer upon convergence. One can also use a shell of D—T
fuel inside a tamper shell of massive material. We study several of these more
sophisticated target designs in some detail in Chapter 9.

Kidder?-2® has developed a theory of isentropic compression of shells using
self-similarity concepts. Such a theory indicates that it is possible to compress
an ideal gas to arbitrarily large compressions with a pressure-time profile of the
form

P =1 (3.22)
Po (1—72)%?
where
T=1/1,
{ :R%O_R%O
< 3cd,

These parameters are defined in terms of the shell geometry in Figure 3.8.
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Figure 3.8. Parameters characterizing the isentropic implosion of a spherical shell.
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In practice, we want to bring the fuel to ignition temperatures during the
latter stages of compression. To this end, we might vary the pressure profile
just prior to shock convergence to deviate from isentropic compression. Kidder
proposes a pressure-time profile of

F(1). 0<r=<7,<]
p(r) _ _
Po —F(Ta)exp 57‘,-(7—70—)— . T>T, (3.23)
(1-17)

where 7,=1,/t. and is usually about 0.9. His analysis indicates that roughly
one sixth of the original pellet mass can be compressed by a factor of 10,000.

3.5. SHOCK WAVE PROPAGATION IN PLASMAS

Thus far we have analyzed the propagation of a shock wave in a single-
component gas. However a thermonuclear plasma is in fact a two-component
gas with a dramatic difference in the mass of each species (electrons versus
ions). This leads to a complex shock structure.® 32

To be more precise, we have shown in Figure 3.9 the shock wave structures
for a plane shock wave in an ideal gas (described as a sharp discontinuity by
the Euler equations), a shock in a real gas (in which viscosity and thermal
conductivity broaden out the shock, providing a structure or shock thickness
several mean free paths in thickness), and a shock wave in a plasma. We can
understand the more complex structure of the shock wave in a plasma if we
recall that thermal conduction or energy transport is due to electrons, while
viscosity or momentum transport is due to the ions. If we assume a single-fluid,
two-temperature model, then the shock structure of the density profile is
determined essentially by the ions and therefore a thickness of the order of the
ion mean free path (See Figure 3.10).

However, the new feature is the role played by electron thermal conduction.
In the shock waves typical of inertial confinement fusion plasmas, the driver
energy is deposited in the electrons, resulting in an increase of electron
temperature behind the shock. But the very large thermal conductivity of the
electrons transports this thermal energy in a thermal conduction wave ahead of
the shock. This electron conduction wave leads the ion shock structure by the
mean free path for electron-ion collisions.'® This thermal energy in the elec-
trons ahead of the shock is then transferred to the ions by electron-ion
collisons, resulting in the preheating of ions ahead of the shock wave. The ion
temperature then rises through the shock wave from viscous heating and may
overshoot the electron temperature behind the shock. Eventually, far behind
the shock, the electron and ion temperatures will equilibrate.

The presence of a preheating “foot” ahead of the shock due to electron
thermal conduction is a very important phenomenon since it reduces the
strength and therefore the compression of the plasma shock wave. Another
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Figure 3.9. Comparison of shock wave propagation in gases and plasmas. (a) shock
wave in an ideal gas. (b) Shock wave in a real gas. (¢) Shock wave in a plasma.
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Figure 3.10. The structure of a shock wave in a plasma.
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interesting feature of plasma shock waves is the presence of two Mach
numbers, one characterizing ion flow (which is essentially the Mach number of
the shock)

tmul+imu;  mu}

YkT,+v,kT,  2vkT,

i

M?=

and another, M,, characterizing electron flow

u
M=
c

Since M~(m,/m,)'/*M,, the electron flow will remain subsonic in the shock
even for very large Mach numbers, M <30.

3.6. HYDRODYNAMIC STABILITY OF THE
IMPLOSION PROCESS

In the inertial confinement fusion implosion process, the general approach is to
use ablation-generated pressures to compress the fuel to high density. In effect,
we are attempting to accelerate a dense fluid (the cold fuel) by pushing against
it with a lighter fluid (the ablating surface material). This is an unstable
hydrodynamic configuration and may lead to the classical Rayleigh-Taylor
instability.30-33

Perhaps an analogy will make this more apparent. Suppose we try to float a
layer of water on top of a layer of lighter fluid such as oil. If we are very
careful, we can prepare two such fluid layers in a container. However the
slightest disturbance will trigger surface oscillations that will grow until globs
of oil begin to pass through the water to the surface under buoyancy forces
(gravity).

The pellet implosion scheme may also be subject to a thermal phenomenon
known as the Benard instability.? This instability arises when a heated fluid is
pushing against a colder fluid. A familiar example would be the convection
cells that appear in cloud formation processes in the atmosphere. The high
temperature ablation front pushing against the cold fuel in an ICF implosion
might also be subject to such instabilities.

The early analysis of such hydrodynamic instabilities proceeded by lineariz-
ing the hydrodynamics equations characterizing the fuel motion and then
examining the stability of normal mode expansions of disturbances as de-
scribed by these linearized equations.*® These studies suggested that the Benard
instability would not be present, while the Rayleigh-Taylor instability would be
mitigated by the ablation process. In particular, it was felt that the ablation
process would convect instabilities away from the ablation surface before they
could grow to large amplitudes. Such analysis was supported by early implo-
sion experiments on glass microballoons.
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However, more recent studies have recognized that such microballoon
targets behave in an “exploding pusher” mode rather than an isentropic
ablation mode. In these implosions the shell target is heated isothermally very
rapidly. The shell explodes, both inward and outward, thereby driving the fuel
ahead of it to high density. This nonisentropic implosion process is now felt to
be less subject to Rayleigh-Taylor instabilities than true ablatively driven
implosions.

Targets designed for ablative implosions typically consist of shells of varying
composition to improve driver beam absorption, energy transport, and implo-
sion. In the pellet implosion process, the acceleration force can cause the
boundary between the heavier tamper shell and the lighter fuel to become
Rayleigh-Taylor unstable. This is most important when the fuel and tamper
begin to decelerate as the fuel reaches its final stages of compression just prior
to ignition. At this point the large inertial force of the heavy tamper material
can result in jets of high Z material streaming into the fuel. This can destroy
the ignition process much in the same way that high Z impurities are detrimen-
tal to magnetic fusion plasmas. Even if ignition does occur, this mixing of
impurities with the fuel can degrade the efficiency of the thermonuclear burn
(i.e., fractional burnup). This, in turn, affects the yield and gain of the target in
an adverse fashion.

It is felt by some that the Rayleigh-Taylor instability problem will seriously
limit the allowable aspect ratio (radius to thickness, R/AR) of the target
shells.>>-8 Very thin-walled targets tend to be more susceptible to the instabili-
ties. The linear growth of Rayleigh-Taylor instabilities can be modeled as

A=Age"

where the growth rate parameter vy is given by

y=(aka)"’
_P7h
p,tp,
27
k=X

a=acceleration

Hence the instability grows most rapidly for large density differences at shell
interfaces, for large accelerations, and for short wavelength disturbances.
However very short wavelength disturbances quickly grow out of the linear
instability regime and cannot be considered using this model. In fact it is
found that the most serious wavelengths are those that are about equal to the
shell thickness, for these do not saturate before becoming disruptive and,
according to this model, these modes have the most rapid growth rate.
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However, care must be taken when using such simple linear models of
instability growth. Without the inclusion of dissipative effects such as thermal
conduction and viscosity, they can be misleading.

Fluid instabilities are an extremely important aspect of the implosion
process and cannot be ignored in ICF target design. Their presence (or
absence) remains a crucial unanswered question in inertial confinement fusion
research.

3.7 EQUATIONS OF STATE

The analysis of the ICF pellet implosion process requires some knowledge of
the behavior of matter under extreme conditions of density, temperature, and
pressure. Of most interest is the equation of state for highly compressed
matter, commonly written in the form

p=p(p,T)

In simple models of the implosion process, the fuel is sometimes modeled as an
ideal gas. However, the detailed understanding and design of ICF targets
requires a more accurate description of the equation of state, including both
collision processes and quantum effects.

We are commonly used to thinking of the properties of matter in terms of
the familiar (although complex) states of solids, liquids, and gases. However, at
high temperatures ionization and radiation processes become important. Fur-
thermore, at the very high densities characterizing imploded ICF fuels, the
electron de Broglie wavelengths become comparable to interparticle spacing,
and quantum effects become very important. We can roughly classify the
various states of matter on a density-temperature diagram as shown in Figure
3.11.%3° The regions of most interest in ICF applications are shaded.

We begin our discussion of equation of state models by reviewing perfect gas
models, including the particularly simple case of an ideal gas with only
translational degrees of freedom. Not only do such models serve as a point of
reference for more complex models, but they are also occasionally used in the
analyses of the ICF implosion process. We will then turn our attention to a
brief discussion of more complex models in which particle interactions are
included such as the Thomas-Fermi-Dirac model and tabulated equations of
state.

3.7.1 PERFECT GAS MODELS

By definition, the interaction among particles is ignored in perfect gas models.
In many cases of practical importance this model is quite satisfactory, particu-
larly if the contributions to the internal energy of the gas from atomic
excitation and ionization are included.®?? The equation of state for a perfect
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Figure 3.11. The states of matter as classified on a density-temperature diagram.
(After Brush, Ref. 39)

gas can be written as

p=nkT= N—:;T =pRT

where R is the gas constant per unit mass.

The internal energy of a perfect gas can be attributed to a varety of
contributions, including translational motion, molecular rotation and vibra-
tion, atomic excitation and ionization, and so on. However, the interaction
among various particles (atoms, molecules. electrons. and ions) is ignored.
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The Ideal Gas Model. At sufficiently low temperatures, or for fully ionized
gases, one can ignore internal degrees of freedom and consider only the
contribution to the internal energy of the gas from translational motion. If we
note that the neglect of particle interactions in the perfect gas model implies
that (de/dp)r=0 and (de/dV );=0 then it is apparent that the internal energy
is a function of temperature only. That is, the perfect gas model ignores the
dependence of internal energy on pressure that would arise from particle
interactions.

If we now recall the first law of thermodynamics

dQ=de+pdV

and the definition of the specific heat at constant volume, c,=(de/dT),, we
can use the ideal gas assumption, e=e(T ) only, to write

_(E) _ de
“=\3r/),” 4t

We can substitute this into the first law to find

dQ= %d?’+p dvV=c dT+pdV

But we recall the equation of state, p}'=NRT, so that
pdV+Vdp=NRdT

Hence the first law becomes

dQ=(c,+NR)dT—Vdp

or
aQ _ _ ., dp
== tNR=V -2
At constant pressure,
dQ
c,= =c¢,+NR=fcen(T) only
= 2| e Rzt

Thus we can find also
dQ= ¢, dT—Vdp

Let us apply these results to describe the adiabatic, reversible (isentropic)
compression of an ideal gas. We begin with our two alternative forms of the
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first law:

dQ=c,dT+pdV
dQ=c,dT—Vdp

In an adiabatic process, by definition dQ =0, so that
Vdp=c,dT
pdV=—c dT

We can take the ratio of these two expressions to find

d__Gdv__ dv
P c, V Yy

where we have defined y=c,/c,. If we integrate this equation, we find the
familiar relationship for an adiabatic gas

i //p VY=constant _ (3.24)

This is just the equation for the adiabat on the p-V diagram describing the
isentropic compression of an ideal gas. Alternative forms of this result are:

pp~Y=constant
Tp' ~Y=constant

In an ideal gas,

e:L£=ch
y—-1p
__Y P_

h_y—lp c,T

If the gas is monatomic (3 degrees of freedom, 1kT per degree), then y=3.

It should be apparent that if we want to maximize the final compressed fuel
density p. for a given final pressure p., we wish as low an adiabat as possible
with a minimum initial p, for a given p, since

Yy
Pr_ ( &) (3.25)
Po Po

that is, we must avoid preheating of the fuel.
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We must be careful in applying these results to ICF implosions, however,
since, as the density increases at fixed temperature the fuel departs further and
further from ideal gas behavior.

lonization and Electronic Excitation. 1t is essential to include the effects of
atomic excitation and ionization in equation of state models. Typically, the
ionization of atoms begins at values of kT much lower than the ionization
potential. In most materials ionization will begin at k7T~7 to 15 eV (although
for the alkali metals this is lowered to several eV).* The internal energy of the
ionized gas will include contributions from the thermal energy of the particles
(ions and electrons) and the potential energy represented by ionization. ’

At very high temperatures, the energy and pressure due to thermal radiation
may become comparable to the hydrodynamic energy and pressure of the gas.
If the radiation field is in thermal equilibrium with the gas, one can simply add
the radiation energy and pressure to those of the gas. In Chapter 5 we will
discuss in more detail how the radiation field can be coupled into the
hydrodynamic description of the gas (plasma).

It is customary to assume that the materials comprising ICF targets are
rapidly ionized and can be treated as plasmas. Hence it is important to
examine the equation of state for such Coulomb gases.

3.7.2. THE FERMI DEGENERATE ELECTRON GAS

If the density of the fuel becomes high enough, while the fuel temperature
remains relatively low, the de Broglie wavelength of the electrons will become
comparable to the interparticle spacing. and the exclusion principle will
become important. The electrons become a “degenerate electron gas” obeying
Fermi-Dirac statistics rather than the Maxwell-Boltzmann distribution: 462!

1
- exp[(e—p)/kT] +1

n(e)

As the electrons are compressed, their density is limited by the number of
available quantum states. Once a level of states has been filled, no more
electrons may be added at this energy. Additional electrons must then be
added at higher energy.

If n, is the electron density, then the maximum momentum state filled in the
degenerate gas is given by

_ (Pr87p’
ne__/o h3 dp

The corresponding maximum energy €, is known as the Fermi energy and
given by

2 2/3 32
eF:ﬁ—:ﬁ(i) ’:—nﬁ/3=2.19X10"'5nf/3(eV) (3.26)

2m, T .
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Figure 3.12. Identification of regions of Fermi degeneracy as functions of density and
temperature.

The corresponding pressure exerted by the degenerate gas is given by

- (3.27)
cm

2/3 32 5/3

Pr=1; ( %) ’:—an/3=3.3p(i) (Mbar)
(Note that the pressure scales with density just as it did for the ideal gas.) The
usual condition for Fermi degeneracy can be expressed by comparing the
thermal energy kT to the Fermi energy ¢.. For example, at liquid-state density,
n,=4x10%, and the Fermi energy is ¢,=5 eV. Hence if the thermal energy of
the electrons is below 5 eV, the electrons will behave as a degenerate gas. This,
of course, is the situation for electrons in a metal.

By way of contrast, in the highly compressed core of an ICF fuel pellet
n,~10? and e,~500 eV. Hence the fuel will be in a degenerate state until it
ignites and heats to appreciably higher temperatures. We have plotted the
Fermi energy as a function of density in Figure 3.12.

More detailed theories of the electron gas yield the pressure-density relation-
ship as:

slightly degenerate gas:

p=nkT ]+n( 277ka) 27724 ... (3.28)
almost completely degenerate gas:
{3\ R, S7im? _,
p_(z;) ‘5_’""1' l+3h+4‘82n G S (329)
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3.7.3 THOMAS-FERMI AND THOMAS-FERMI-DIRAC
MODELS*40-42

The degenerate electron gas model ignores the Coulomb forces between ions
and electrons. For dense fuels, we must account for the Coulomb interaction
energy since usually Ze?/r,>e,, where r, is the electron-ion separation
distance which scales as p~!/3. For example, in D-T fuel at density n~4.5X
102, T=5 eV, and Z=1 the Fermi energy and Coulomb energy are compar-
able, and therefore we must consider Coulomb effects.

The inclusion of the Coulomb interaction is usually accomplished by using
the Thomas-Fermi model, which treats the electron energy as the sum of
kinetic and Coulomb terms

2
_ P
Ee_ Zm, e¢(r)

Poisson’s equation is then solved to determine the self-consistent electron
density n (r) and potential ¢(r). In essence, the Thomas-Fermi theory models
the nuclei as a classical gas, moving freely within a background of Fermi
degenerate electron gas. The electrons are not bound in quantum states but
instead are influenced by the potential of the nearest nucleus in such a way
that the average electron density depends on the local potential energy.

This model can be improved to account for exchange effects (that is, the
effective interaction of electrons with parallel or antiparallel spins through the
Pauli exclusion principle). This more complex theory is known as the Thomas-
Fermi-Dirac model.

3.74. OTHER EQUATION OF STATE MODELS

One can use limited experimental data obtained from shock wave experiments
on solids to infer equation of state behavior. However of perhaps more use are
direct computer simulations of the microscopic behavior of dense matter. One
can identify two classes of simulations: those based on random sampling or
Monte Carlo methods, and those based on particle dynamics simulations. In
Monte Carlo methods,* one randomly samples the particle phase space to
construct ensemble averages characterizing the equilibrium behavior of a dense
system. In essence, one samples from an ensemble of particle configurations
weighted by a canonical ensemble distribution. In microscopic particle simula-
tion methods,* one integrates the equations of motion characterizing a num-
ber of particles (500 or so) as they interact. Time averages of these motions can
then be performed to determine macroscopic properties.

As data are accumulated from experiment, theory, or computer simulation
they are evaluated and placed in tabulated equation of state data bases. Such
tabulated equations of state represent the most accurate data for dense ICF
fuels.*
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3.8. ABLATION-DRIVEN COMPRESSION

The implosion of ICF targets is driven by the forces produced by surface
ablation. The incident driver beam energy is absorbed in the outer layers of the
target or in the plasma cloud surrounding the target. This energy is then
transported into the pellet surface, where it generates high temperatures
leading to surface ablation. This thermal wave front at the ablation surface acts
like a leaky piston, compressing the cold fuel ahead of it to high density while
the hot material at the ablation front expands and ablates away from the pellet
surface.

In this section we will ignore the detailed mechanisms of driver beam energy
deposition and transport and focus instead on the ablation-driven compression
process. Of particular interest is the partitioning of the deposited driver energy
among four processes: the thermal and kinetic energy of the ablation layer,
and the thermal and kinetic energy of the dense fuel being compressed ahead
of the ablation layer.

We will examine a simple model of the spherical, ablatively driven implosion
process. This will be followed by experimental results that determine the
ablation efficiency for laser irradiated targets. Finally, a few words will be said
about different classes of ablative acceleration.

3.8.1. A SIMPLE MODEL OF A SPHERICAL
ABLATIVE IMPLOSION

Mayer, Steele, and Larsen*® have developed a simple model of the ablative
implosion of a high aspect ratio (shell radius to shell thickness) spherical shell
that examines the efficiency of energy transfer from ablation pressure to shell
implosion kinetic energy. The implosion of the shell is driven by two forces:
that due to the reactive force of the ablating matenal (the “rocket effect™), and
that due to the ablation pressure caused by the deposition and transport of
driver energy as heat into the ablation surface. To model the implosion Mayer
et al. assume that the high aspect ratio shell can be adequately represented by
an infinitely thin mass shell of mass M, at radius R(¢). The ablation material
density p, and ablation velocity v, (relative to the moving shell surface) are
taken as constant. The shell is assumed to contain an adiabatic fuel (pV 7=
constant) that eventually compresses to a pressure sufficient to reverse the
inward motion of the imploding shell.
Newton'’s law for this model can be written as

9 (MR)=(R+0,) M, +47R*(pr=p,)
The shell loses mass because of ablation at a rate

M,=—4xR%,v,
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To analyze this model, Mayer et al.* introduce a characteristic implosion time

~ M, 1/2l
™ 47R,p, c

a

so that Newton’s law can be written in a dimensionless form as

dly _

- 7 - M2+l_ V—37 2
n—g=-( By~")y
where
_Ms(t)_ ! 2 40
7(r)= M, —l—/(;May dt
R(1)

M,=47R}28p,., (initial shell mass)

1/2
M= % =Mach number, c,= ( —z—" )

= . a=|—5 —* , 6=AR
B pO/pa ( 8 P olid

This equation has been numerically integrated for initial conditions: 7n(0)=
1, y(0)=1, y(0)=0 for various choices of the parameters M, a, and S. Before
examining these solutions, it is useful to compute the various energies associ-
ated with this model. If we multiply by R and integrate, we find

2
EXf'= %Eo( % ) n=1M,R?  shell kinetic energy

E;';.!a"o“: %f:M;( R+v, )2 dr= %Eo/O’T'I ( y+ aI ) dr’  blow off kinetic energy

Epen=— '477R2paR' dr=— 3on(.)'y2)" dr’ mechanical energy due to

0 ablation pressure

. M?
E.,= %f’ij,f di= %Eo—z /'1'; dr’ “rocket exhaust’ energy
() a® Yo
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Here,
EO = SWR%)pa

is the energy needed to fill the original shell volume at the ablation pressure.
Notice the energy balance:
input energy —» EN" + Egation = . +E, , — compression
Detailed examination of the model reveals that the transfer of energy from
the “mechanical” input (ablation pressure) to the shell kinetic energy is quite
efficient. That is, the fraction of energy turned into pressure at the ablation

surface is effectively utilized in the implosion process. The energy transfer
efficiency can be defined as

shell
e= EKE
Emcch+Ecxh

A useful measure of the relative contributions of the rocket exhaust force
and the ablation pressure force driving the shell is provided by the Mach
number M. For the smaller values of M expected in shell implosions, the
ablation pressure force dominates.

In summary, then, this simple model indicates that it is the ablation pressure
that most strongly influences the pellet implosion, and the energy delivered to
the shell from the mechanical ablation pressure is the most efficient energy
transfer mechanism.

ABLATIVE ACCELERATION: EXPERIMENT AND THEORY
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Figure 3.13. Ablation efficiency of laser irradiated thin foils. (After Ripin, et. al., Ref.
48.)
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3.8.2. THE EFFICIENCY OF ABLATION-DRIVEN IMPLOSIONS

We wish to estimate the efficiency of coupling thermal energy deposited by the
driver into an ablatively driven implosion process. We recognize here that the
essential process of interest involves the conduction of heat into the ablation
front where it produces pressures that drive the ablation and implosion
process. Any analysis of this phenomenon, short of a complete hydrodynamics
computer simulation, is susceptible to significant inaccuracy due to over-
simplification. For instance, an isothermal blowoff model estimates the maxi-
mum implosion efficiency to be about 10%. Rather than resorting to such a
simple analysis a priori we start with experimental results and use these as a
guide to an appropriate simple theory. In Figure 3.13 are presented results of
ablatively accelerated planar thin foil targets by a 1.05-um Nd glass laser at
NRL.**® Thin foil targets are used to simulate spherical shell targets at large
radii. The hydrodynamic efficiency is plotted as a function of the ratio of
ablation velocity and target velocity. We see that efficiencies of as high as 20%
are achievable. Hence the simple isothermal blowoff approximation is in error
by a factor of 2. To describe the data, Ripin et al. used a simple rocket model.
During the acceleration phase the target of mass M and velocity v is accel-
erated by the steady state blowoff of the ablated plasma at constant velocity u
in the target reference frame. Hence the momentum conservation relationship

dv _ dM

di “Tar
is integrated to yield the well known rocket equation

v_ ﬁ’g)
u—]n( M

The hydrodynamic efficiency m, is defined as the kinetic energy of the
accelerated target divided by the absorbed laser energy

_AMY?
nh_ E °

a

Since the absorbed laser energy must be balanced by the energy of ablation
and the acceleration of the target we can obtain an expression for the
hydrodynamic efficiency as

= (v/u)’[exp(v/u)—1] "
For small fractional mass loss, this reduces to
n,~v/u=Am/M,.

This simple rocket model, plotted along with the experimental data on Figure
3.13 shows surprisingly good agreement.
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3.8.3. DETERMINATION OF ABLATION-GENERATED
PRESSURES?7~%°

The essential physics of the ablation driven compression process are shown in
Figure 3.14. The incident driver energy is absorbed in the outer regions of the
pellet corona. This energy is conducted into the surface of the pellet, where it
generates the high temperatures leading to surface ablation. These tempera-
tures and the surface ablation produce large pressures that drive shock waves
into the pellet to compress the fuel.

We can identify three classes of pressure produced by the driver: (1)
Ablation pressure due to the flow or ablation of heated plasma from the pellet
surface. The ablation pressure p, is largest where pT, is largest. (2) Superther-
mal particle preheat pressure due to energetic electrons produced in the driver
energy deposition region that then stream in to the pellet surface and deposit
their energy. (3) Light pressure. If a laser driver is used, the incident light can
generate a ponderomotive force or pressure at the critical surface. The magni-
tude of this light pressure is

pL=£~3x lO_"’I(—u%) Mbar
¢ cm

Although the light pressure can affect the blowoff plasma density profile, it
cannot directly drive the pellet compression.

The ablation front can be analyzed in a manner very similar to that used to
study a shock wave. That is, we can model the front as a discontinuity in the
plasma properties.® If we move to a coordinate frame fixed at the ablation
front (see Figure 3.15), we can again apply the Rankine-Hugoniot relations:

Polp=pP U,
Po+PO”(2):P|+P1“|2

Wb+ tut+ 2 (3.30)

ho+ dul+
00 poug L

Here we have inserted a new term, W, into the energy equation to represent the
heat source due to electron thermal conduction in from the energy deposition
region.

There are two characteristic propagation velocities characterizing the abla-
tion process:

heat wave velocity: vyw~ W /pyh, (which can be obtained by equating the
absorbed power to the enthalpy flux as we did in Section 2.6.1)

shock wave velocity: vgw~(p,/Py)"">
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These propagation velocities can be used to distinguish among three differ-
ent cases:

1. If the shock speed vy, is greater than the heat wave speed vy, then the
shock is driven into the dense pellet medium by the ablation as shown in
Figure 3.15. The driving pressure is then p,+p,uf. The case in which
Osw > Oyw is known as subsonic deflagration.*

2. In the opposite situation, the heat front velocity v, is greater than the
shock wave velocity vgy,, and the heat wave moves into the pellet material
ahead of the shock, preheating it and reducing the compression achieved
by the following shock. This is known as a supersonic thermal conduction
wave. We will consider it in more detail in the next chapter.

3. The limiting case of vy =vgw is known as the Chapman-Jouget deflagra-
tion.

If we assume an equation of state for the material, for example, an ideal gas
with h=(y/y—1)(p/p), the Rankine-Hugoniot relations provide us with four
equations in five unknowns, u,, u,, p,, h,, and p, for a given py, h,, and W. We
need one more equation relating the driver energy and the ablation parameters.
This last equation is the heating law representing the interaction physics
between the driver and the plasma. It allows us to complete the set of
equations and solve for the jump relations across the ablation front, just as for
the shock wave problem. Such an analysis* indicates that the pressure at the
Chapman-Jouget point (where v =vgw) scales as

2/3
) Mbar

&~

P "‘2911/3(

where I is the incident driver intensity in TW /cm?. In the particular case of
Nd laser drivers, we can set p, approximately equal to the critical density to
find that the ablation pressure scales as p,~(0.6) /?/> Mbar. The pressure
ahead at the deflagration front p,~2p,.

3.84. ELECTRON AND ION BEAM DRIVEN ABLATION

The analysis in this section has been confined to laser-driven ablation, in which
the incident laser beam is shielded from the ablation surface by the plasma
blowoff cloud surrounding the target. In this process, the incident beam energy
is absorbed in the plasma corona in the vicinity of the critical density, and this
energy is then transported into the ablation surface.

This situation is modified for electron and ion beam drivers. Here, the
incident beam particles penetrate much more deeply into the target. There is
nothing analogous to a critical surface beyond which the beam cannot penetrate.
Hence the analysis of the ablation process driven by charged particle beams is
somewhat different. We further discuss the detailed energy deposition mecha-
nisms for charged particle beams in Chapter 5.
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Energy Transport in
ICF Plasmas

In inertial confinement fusion, the energy deposited by laser or charged
particle beams is used to implode the fuel in tiny pellets to the high density
conditions necessary for ignition and efficient thermonuclear burn. In Chapter
2 we considered the various processes occurring in an inertially confined,
thermonuclear fusion reaction. In Chapter 3 we turned our attention to the
hydrodynamic processes involved in the pellet implosion, such as shock wave
propagation, isentropic compression, and ablation-generated pressures. In this
chapter we consider the various mechanisms by which energy is transported
from the driver energy deposition region into the ablation surface of the target.

In most inertial confinement fusion schemes, the incident driver energy is
shielded from the surface of the target by the plasma cloud or corona of
blowoff material. For example, an incident laser beam will be unable to
propagate to densities higher than the critical density at which the plasma
frequency characterizing the blowoff plasma equals the frequency of the
incident light. Since this density is usually quite low (102! electrons /cm® for
1.06 um light and 10'® electrons /cnt® for 10.6 um light), most driver energy
will be absorbed in regions of the plasma corona far from the ablation surface.
Light and heavy ion beams will also tend to be shielded from the target surface
by the blowoff plasma surrounding the target.

Hence the mechanisms for transporting the driver energy deposited in the
outer regions of the plasma corona into the ablation surface are of consider-
able importance in inertial confinement fusion (see Figure 4.1). We will
consider three such energy transport mechanisms in this chapter: classical
electron thermal conduction, hot (superthermal) electron transport, and radia-
tion transport.
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4.1.1. ELECTRON THERMAL CONDUCTIVITY

In the classical theory of electron thermal conduction, one assumes that the
heat flux is given by Fourier’s law' of thermal conduction

q=—«xVT (4.1)

where « is the thermal conductivity. The heat conduction process is dominated
by the fast moving electrons; the contribution of the much slower ions can be
ignored to first order. The thermal conductivity characterizing noninteracting
electrons diffusing through a background of fixed ions (the Lorentz gas model)
has been calculated by Spitzer? as

5n k2T (2 )3/2 (kT.)*k

™ m'/%e?ZIn A (42)

k4

The kinetic theory of gases indicates that heat flow is possible only with a
skewed or distorted particle distribution function. This implies that the flow of
hot electrons carrying the thermal energy must be compensated by a return
drift of cold electrons (See Figure 4.2). An electric field is established by this
motion, and this field will contribute to the heat flux. We can represent this
contribution by writing

q=—«xVT—BE
where B is the Peltier coefficient characterizing the thermoelectric contribution

Hot electrons

- <~
(4‘\/\—
Cold electrons - :
-~ «\/\—
Ablation Absorption
front zone
u

Direction (v)
of heat flow fiv
D E———
f, ()
Return current
Electrons of electrons to

carrying keep J = 0

heat

——

v
Figure 4.2. The skewed distribution function characterizing electron thermal conduc-
tion.
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to the heat flux. We can relate the electric field to the temperature gradient by
demanding that the net current density be zero:

i= %E-FaVT:O

where a is the Seebeck coefficient and 7 is the resistivity. We can solve this for
E=—anvT
to rewrite the heat flux as
q=—(k—Ban)VT=—k (VT

where we have defined an effective thermal conductivity x_, which takes
account of the induced electric field:

Ker=K— Ban= (]— é?)be‘(T. Z)x

The scaling parameter §(7, Z) is a function of temperature and charge and is
tabulated by Spitzer. For conditions of interest in the pellet corona, we can
approximate

_0.095(Z+0.24)
T 140.24Z

The general form of the thermal conductivity can therefore be written as

2 )3/2 k(kT,)s/2

k,=8,(T,Z 20( —_
=0T 2) m'/%%ZIn A,

w

: )3/2 k(KT,)**

k=06(T,Z 20(
= ) m!/%e*Z%In A,

(4.3)

m

For point of future reference, we will also write the electron-ion temperature
equilibration frequency as

8(27)"*n,Z%*nA, [T, T ]~
= <4t (4.9)

W
“ 3m,m k3/? m, m

e

We should note in particular that all of these coefficients depend strongly on
temperature, making thermal processes in plasmas highly nonlinear.
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4.1.2. THE CONVENTIONAL THEORY OF HEAT
CONDUCTION IN PLASMAS®

When energy is deposited locally in a fluid, it gives rise to local perturbations
in fluid properties such as density, pressure, and temperature. These dis-
turbances will then propagate away from the source, transporting energy to
other regions of the fluid. In most fluids the two principal energy transport
modes are hydrodynamic motion (sound waves or shock waves) and thermal
conduction. In certain types of high temperature phenonema, radiative transfer
can also become an important energy transport mechanism.

The velocities characterizing energy transport via thermal conduction are
usually much smaller than those characterizing hydrodynamic disturbances
such as sound waves. Therefore in most fluids, pressure disturbances will
propagate out more rapidly and equilibrate before temperature disturbances.
In these cases, we can effectively decouple thermal conduction from hydrody-
namic motion and consider the energy transport to be governed by the
equation of thermal conduction

T_
P, = v-q+W

where the heat flux vector q(r, 7). is given by Fouriers’s law
q=—«kVT

In conventional heat conduction problems, one usually assumes that the
thermal conductivity is a constant so that we can write

oT
p(‘pE:KVZT'}‘W (4.5)

If we divide through by pc,, then we find the usual diffusion equation

T _ ,
2 =DrviT+Q

where Dr=(x/pc,) is the thermal diffusivity and Q=W /pc, is a normalized
source term. Although the thermal diffusivity is the diffusion coefficient for
energy transport rather than particle transport, in gases we can estimate

A
DT~D~ gvm

where A is the mean free path and v, is the thermal velocity of the particles.
(As an example, in air at standard temperature and pressure (STP) conditions,
D;~0.205 cm? /s, while in water, Dy~ 1.5X 1073 cm?/s.)
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When the thermal conductivity is a strong function of temperature, as it is in
a plasma, the equation of heat conduction becomes highly nonlinear:

pcp%=v-K(T)VT+W (4.6)

A variety of new phenomena arise such as the presence of supersonic thermal
conduction waves. The situation in which the thermal conductivity becomes
strongly temperature dependent arises in several phenomena. We have noted
that k~T>/2 in a plasma. Furthermore, in radiative transfer problems one can
sometimes define an effective thermal conductivity that scales as x~ T3

The general theory of such nonlinear heat conduction has been considered in
detail by Zel’dovich and Raizer,® who consider a general form for the thermal
diffusivity of

Dy=— =aT" 4.7
= e (47)

We will briefly summarize the results of their analysis with particular applica-
tions to heat conduction in plasmas.

Linear Heat Conduction. We begin by considering the classical problem of
a pulsed heat source plane at the origin of an infinite medium for the case in
which the thermal conductivity is constant:

aT 3’T
B =Dro— +08(x)8(1) (48)

This yields the classical spreading Gaussian shape solutions of the form

T(x,t)= s exp(—x?/4Dr1)

Q
(47D t)

shown in Figure 4.3. The area under the Gaussian curves is constant and given
by

/j wde(x, 1)=0

This, of course, is the usual Green’s function solution to the time-dependent
diffusion equation. As such, these solutions are not waves since they exhibit an
infinite propagation speed. That is, for any time r>0, there will be some
response in the temperature 7(x, t), no matter how far one is from the source
plane at x=0. There is no true wave front.
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Figure 4.3. Thermal diffusion of a pulsed source as described by linear heat conduc-
tion.

We can nevertheless define a psuedo-wave-front speed by noting that most
energy is localized in a zone out to a distance

xp~(4Dp1) 2 ~(Dpt)'?

If we characterize the thermal conduction “wave” by a wave front at position
x (1), we can then calculate a speed of propagation

_ds _(Dr)' Dy A
Uuw = Ty t
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This is an important result, for it implies that after the heat wave has
propagated a distance x greater than a mean free path (mfp) A, its speed of
propagation will be less than the thermal velocity v,,. Since v, is of the same
order as the speed of sound c,, this result implies that as soon as the heat wave
has propagated further than a mfp, it will be moving much more slowly than
the speed of sound:

Ow ™~ — Oy €0y~ €
XF

(Actually, the diffusion equation is only valid for distances greater than a mfp
from the source plane in any event.)

Hence we conclude that the diffusion “wave” characterizing a linear heat
conduction process always travels much more slowly than does a hydrody-
namic disturbance (sound wave or shock wave) and will therefore decouple
from hydrodynamic motion.

Nonlinear Heat Conduction. The situation changes dramatically when the
thermal conductivity becomes a function of temperature. Suppose, for exam-
ple, that xk~T". If we recall that the heat flux is given by

and assume that ahead of the heat disturbance, the temperature is essentially
zero, then we find that there can be no heat flux ahead of the heat disturbance:
T~0=k~0=g~0. That is, we find a sharp wave front for the heat dis-
turbance—a heat wave (see Figure 4.4). (In the case of linear heat conduction,
the conductivity does not vanish for vanishing temperatures, and hence the
heat flux is always nonzero for any x.)

We can estimate the shape of the heat wave front by assuming a wave
behavior?

T(x,t)=T(x—vyw!)

where v is the velocity of the heat wave. If we substitute this trial solution
into the nonlinear diffusion equation written in the form

3T _ 3 0T
ar  ax? ax
we find
AT _ d_dT
vdx _adx dx

We can integrate this equation twice with respect to x, using the boundary
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Figure 4.4. Heat wave propagation from a pulsed source as described by nonlinear
heat conduction.

condition that T=0 at some wave front x=xg(¢), to find a wave shape

T(x.0)=| 8 e (1) ] (49)

Here x(¢) and vy =dxg/dt are as yet undetermined. Although a precise
determination of these quantities requires a detailed solution of the nonlinear
thermal conduction equation, we can use dimensional analysis to estimate

xF(t)~(aQ"t)'/‘"+2’=(aQ")V("”)t‘/"'”’

dx g 1/(n+2) 1 n-1_ Xr _a@”
opw (1) = —~~(aQ") g/ S
F

This suggests that the heat wave slows down as it travels away from the source.
The stronger the dependence of the thermal conductivity on temperature (the
larger the exponent n), the more rapidly the wave slows down.

Zel’dovich and Raizer® have constructed an exact self-similar solution to the
nonlinear heat conduction equation for a pulsed source at the origin. For
the case of a plasma in which k~ 7%/2, this solution takes the form

2/5
x2

T(x,t)=T -
(x,1)=Tc(1)]1 2(0)




112 ENERGY TRANSPORT IN ICF PLASMAS

where

0 27/°T(0.4)
2x,(1)  9T(0.9)

T(1)=

"F(’):‘EO(GQS/Z’)Z/9

7/‘ -3,2 [2/9 1
0
S Rozalke

The heat conduction wave velocity can be calculated as

5/9

dx
opw(1)= —F =£0(aQ*2)"°177/° (4.10)

The structure of the heat conduction wave is compared against that for linear
heat conduction in Figures 4.3 and 4.4.

A problem of more direct interest to inertial confinement fusion is that of a
half-space subjected to a constant heat flux S, on its boundary. That is. one
considers the nonlinear heat conduction equation

ar %3x ox
subject to the boundary condition
— _ _aI — S/2% aT
So=—x ax o paT ax |o

Zeldovich and Raizer® have also obtained a self-similar solution to this
problem. For our purposes, however, it is sufficient to use order of magnitude
estimates. The average temperature in the wave must be given by balancing

T5/2+l

So~c.pa
F

But if we note T/1~S,/x, we can find

Sz 2/9
xF(f)"‘(C:;a) 1772
v

7 2/9 1

We have compared the structure of the heat conduction wave for a constant



ELECTRON THERMAL CONDUCTION 113

Heat pulse Tixt) 4\
| 4
1
Vaw ~ 5 t
(779 ﬁ x 2
—> Vi
—>
Constant heat source T (x,0) A
N\
t
1 2
Viw ~ —
£ 2/9
j'l —1 > Vyw

3
S~
¥

Figure 4.5. Comparison of nonlinear thermal wave propagation from pulsed and
steady-state sources.

heat flux on a boundary with that for a pulsed source in Figure 4.5. Although
the speed of the heat wave decreases more slowly for the constant heat source
problem, once again we find that in the early stage of the thermal wave the
propagation speed is large. In fact, if the heat source is large enough, the heat
wave will propagate supersonically with
O pw > Usw > €

In these cases, the fluid simply does not have enough time to get moving before
the heat wave moves into it, heating it to high temperatures. Eventually,
however, the heat wave slows down to the speed of sound or below (subsonic
propagation).

It is an interesting exercise to determine that heat source or temperature
time dependence on the boundary that will match the speeds of the heat wave
and the shock wave—that is, satisfy the Chapman-Jouget condition. Let us
suppose that the temperature on the boundary is programmed to increase as

Ty(1)=Ct4
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Then the distance that heat is carried into the medium in a given time scales as

2
xF~(DT’)I/ ~ T"/zll/2~t("q+ /2

Hence the speed of the thermal wave behaves as

dxg Xxg
v :—~_~,("q—l)/2
HW ™ dr t

The shock wave travels into the medium with a speed

USW~cs~T|/2~tq/2

Therefore the speeds of the thermal wave and shock wave will scale similarly
with time if

ng—1 _gq
S 2

or

For the case of heat conduction in a plasma, n=3, so that the required
temperature dependence is

T,(1)=Ct?/?
If we assume that all of the incident driver energy is absorbed at x=0,

ar|
PCeyy J:O—Q(l)

then we can infer a driver pulse profile of

The implications of this analysis are important: if the rate of energy
deposition is too rapid, the thermal wave will propagate supersonically into the
pellet before it can be compressed by the following shock wave. If we recognize
that a 1-keV electron moves with a thermal speed of v,~2.3X10° cm/s=
23pm/ps, then it is apparent that these thermal waves can propagate very fast
indeed. We should also recall that these nonlinear thermal conduction waves
play a very important role in the shock wave structure in a plasma, even when
vyw <Ugw (see Section 3.6) as we have indicated in Figure 3.10.
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4.1.2. CORONA-CORE DECOUPLING

Kidder and Zink* have analyzed the coupling of thermal energy between the
pellet core and the plasma corona in which the driver energy deposition occurs
under the assumption of classical collision processes. The absorption and
transport of energy into the pellet core via thermal conduction is governed by
several significant time scales:

driver pulse rate at which energy is dumped into
rise time outer plasma corona or pellet
thermal rate at which energy is conducted
conduction into ablation surface

time

electron-ion
and electron-

electron rate at which electrons can transfer
collision time ~ energy into the pellet core

(at the ablation

front)

We can develop a simple model of how these times affect the transfer of energy
from the energy deposition region in the corona to the pellet core. If we
characterize the corona and core by bulk temperatures T, .. and T,
respectively, then we can write the balance equations

dar A
Ecorona: Q( ! ) - T3/02 (Tcorona_ Tcorc)
corona
ar A
E core = T3 /02 ( corona Tcorc )

corona

Here, Q(1) represents the effective heat source seen by the corona:

0(1)= ( driver energy ) » ( probability of heat
deposition rate transfer into core

If we assume that the driver energy deposition is governed by classical collision
processes (€.g., laser light absorption via inverse bremsstrahlung), then we can
scale

0n=2Ypr,..)

corona

One expects that the heat transfer probability P is a decreasing function of the
corona temperature.
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When these equations are solved, they reveal that if the driver energy
increases too rapidly, then the core and corona temperatures will decouple.
That is, if the corona is heated too rapidly, it will tend to decouple thermally
from the pellet core, and further energy deposition merely heats up the corona
to very high temperatures without affecting the core (“burning the fuzz off of
the peach”). This effect becomes more pronounced for longer wavelength light
in the case of laser drivers since the critical surface where most energy
absorption occurs is at lower densities and therefore characterized by smaller
collision frequencies.

4.1.3. THERMAL FLUX LIMITERS

Recall that Fourier’s law gives the heat flux as
q.= % VT,

But in a plasma we have noted that the thermal conductivity scales with
temperature as k,~ 7,>/2. Hence for large temperatures, the thermal conductiv-
ity becomes very large and Fourier’s law will predict too large a heat flux.

Actually, in these instances, Fourier’s law breaks down because the electron
mfp becomes larger than the temperature gradient, that is

T [T.(keV)]’
L mip~381x102l "1
v~ P n (cm~?)

A brief comparison of electron mean free paths for typical densities and
temperatures is given in Table 4.1. We can compare these estimates against the
temperature gradient scales predicted by computer code simulations of target
dynamics in the corona region:
n,~102cm™3, T,~5keV: mfp~25 um |T/vT|~10 pm
n,~10* cm™3, T,~5keV: mfp~250 pm |T/ v T|~100 pm

Hence Fourier’s law is clearly invalid for these cases.>"'® This situation is

Table 4.1. Electron-lon Mean Free Path (in Microns) as
a Function of Electron Density and Temperature

n (cm?)
T,(eV) 10" 10 102 10%
102 10 1 — _
103 1000 10 0.1 —

104 10° 1000 10 0.1
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particularly serious in computer hydrodynamic simulations since the unrealisti-
cally high thermal fluxes will lead to nonphysical predictions (e.g.. thermal
waves propagating faster than the speed of light).

In practice, it is customary to artificially limit the thermal flux to a
maximum value which corresponds to free particle flow.>* That is, one
chooses a thermal flux which interpolates between the Fourier’s law and free
streaming limits:

1 1|
=+ — 4.12)
7 drL qslrcaming‘ (

To calculate the free streaming limit, we can simply estimate the flux of
particles across a plane surface (assuming an isotropic particle distribution),
and then multiply this by the mean kinetic energy per particle

k 1,2
qslrcaming:(%mvz)%neaz(%kn)%( ,:() n

e

In many computer codes, one simply uses a flux limiting form for the heat
flux:

1
k| VT

11
q.= +( %mvzneﬁ) l] (4.13)
(This interpolation form has been used for many years in gas dynamics where

it is referred to as Sherman’s universal relation. It can be derived more
rigorously from kinetic theory arguments for linear heat flow problems.)

4.1.4. THERMAL CONDUCTION INHIBITION

Thus far we have discussed only one mechanism of energy transport from the
region of energy deposition into the ablation surface, electron thermal conduc-
tion. However, one of the most important conclusions drawn from the laser-
target interaction experiments performed during the 1970s was that other
processes such as fast electron transport, spontaneous magnetic field genera-
tion,''"!3 and plasma turbulence may strongly affect the transport of energy in
the plasma corona surrounding the target.

For example, a variety of experimental measurements (including X-ray
diagnostics) have established that suprathermal or high energy electrons are
produced by the laser light absorption process at the critical surface.'*'® For
large light intensities (10'*W /cm?), an appreciable fraction of the absorbed
energy appears to go into the production of these fast electrons. If we
characterize the hot electrons by an effective temperature T,. then the mea-
surement of X-ray spectra and fast ions suggests that the hot electron tempera-
ture is from 10 to 20 times that of the background electron temperature (1 to
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10 keV). The presence of such suprathermal electrons is of particular impor-
tance, since their long mfp allows them to penetrate into the target and preheat
the fuel core. We return to consider this important phenomenon in some detail
in the next section.

A second important phenomenon is an inhibition of electron thermal
conduction. More precisely, it is found that the actual value of the thermal flux
in the corona region is almost an order of magnitude smaller than that
predicted by classical physics (Fouriers’s law).'® It has been suggested that this
effect might be explained by either the generation of ion turbulence in the
corona region or by the presence of strong magnetic fields produced by density
and temperature gradients. In this section we discuss this thermal conduction
inhibition process.

The evidence of this inhibition was provided first by a number of foil-
irradiation experiments performed at Los Alamos.'*'* Thin foils were il-
luminated from one side with intense laser light. The foils were thin enough
that classical thermal conduction was expected to be sufficiently strong to
transport energy quickly through the foil and yield a symmetric pattern of fast
ion blowoff on either side. In fact, however, a strongly asymmetric ion blowoff
pattern was observed that could be explained by reducing the heat flux by
roughly a factor of 30.

A variety of subsequent experiments have supported the presence of some
thermal conduction inhibition mechanism in laser driven targets. For example,
researchers at NRL'" measured the X-ray line spectrum given off by a slab
target composed of layers of Al and Si0, to determine the penetration depth of
the heat conduction wave. They inferred a reduction or inhibition factor of 15
to 25 of the classical thermal conduction. Streak camera measurements of the
radial implosion velocity of glass microballoons also indicated a thermal flux
inhibition of about this magnitude.'® Other experiments on a variety of targets
using light at differing intensities and pulse lengths confirm the presence of
this phenomenon.'?

To summarize existing experimental data, there appears to be a strong
inhibition of thermal conduction in the corona region, estimated to be of
magnitude

q~—2% —xVvT) or 5(nkT,)v,
These experiments have found strong inhibition in both long and short pulse
experiments, in both high and low Z targets, both laterally and axially with
respect to the incident laser beam. It has also been determined that suprathermal
electrons do not appear to be strongly influenced by this inhibition process.2%-2!

What might be causing the inhibition? Several mechanisms have been
proposed that include the presence of strong magnetic fields caused by density
and temperature gradients in the corona region, ion turbulence due to a
two-stream instability caused by the return current of cold electrons, and even
an inadequate modeling of the suprathermal electron transport mechanism.
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The large thermal and density gradients induced in the plasma corona can
generate currents and hence spontaneous magnetic fields of some strength.''-!3
If we ignore the Hall effect and thermoelectric terms, we can write

JB
— =Vx|vxB+ <
at en,

v (nkT,) (4.14)
If the electron density gradient and blowoff velocity are parallel to the incident
laser beam (see Figure 4.6), we find that in the steady state

kT, 1
v L

c
e

where L is the scale length of the ¢lectron temperature gradient perpendicular
to the radial direction, L~T,/| Vv T,|. We can take as a rough estimate

_ 1047 (eV)
~ L(pm)

For example, at 7,=1 keV, L=20 um, we find a spontaneous field of B=500
kG.

To determine the effect?? of this field on thermal conduction, we can use the
form given by Braginskii for the transport coefficient across a magnetic field:

k(B=0)

=€« 7 4.15
1+(R../%,) (4.13)

e

where 2, is the electron cyclotron frequency. We can estimate

Q. . B(MG) T/(keV)
~20
Vei z ne( 1021 )

For example, for B~1 MG and Z=30, a density of n,~10?? and temperature
of T,~1 keV would yield a frequency ratio of ,,/»,,~0.7. By way of contrast,
in the underdense corona where n,~10?' and 7,~ 10 keV, this ratio becomes

/% v
-
—Vn,
-
-<«<—~——  Figure 4.6. Electron density and temperature gradients
occurring during laser beam irradiation of slab targets.
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.,./v.,~210. Hence it is apparent that intense magnetic fields could inhibit
heat flow in the underdense corona region. But it seems unlikely that magnetic
fields can cause the strong inhibition observed in the overdense corona region
between the critical surface and the ablation surface.?'

An alternative mechanism which might explain the inhibition in the over-
dense region is the possible presence of ion acoustic density fluctuations
(turbulence) which could scatter electrons, thereby inhibiting electron thermal
conduction.?>-2® We noted earlier that there is a counter flow of cold electrons
to balance the hot electron flow. There is also a flow of ions due to the plasma
blowoff from the ablation surface. Since the ion distribution is at rest in a
frame of reference moving with the plasma blowoff or flow, while the electron
distribution is skewed (to yield a thermal flux), there is a displacement of the
maxima of each distribution. (See Figure 4.2.) This is a condition suitable for
the presence of a two-stream instability (when 7,» T;). The instability results in
the formation of ion turbulence. The electrons would then scatter off of the
turbulent ion fluctuations, thereby effectively increasing the electron-ion colli-
sion frequency v»,,. Calculations at Los Alamos suggest that this process can be
modeled by limiting the thermal flux characterizing free particle flow by
factors of 10 to 30.2

Although there have been several additional studies predicting the presence
of ion turbulence in the corona region, there is no general agreement on the
size of its effect on thermal conduction. The influence of turbulence on the
transport process can be crudely modeled by replacing the usual collision
frequency by an effective value due to the scattering of particles from turbulent
fluctuations. If we recall that

5n kT,

meyei

K.

then this model would suggest that in the turbulent region, «, could be reduced
by turbulence by a factor v, /v,

K:,“'b~(i)x§l““ (4.16)

Vett

Some estimates have suggested that » could range as large as the ion plasma
frequency w,,, in which case the inhibition would be quite strong. However, it
is still not clear how effective ion turbulence is in inhibiting heat conduction in
the corona region.

Another suggested process is the presence of a Weibel-like instability due to
the anisotropy in the electron distribution function caused by the heat flow.
This anisotropy could cause small scale magnetic perturbations which would
grow exponentially.”” The electrons would then be deflected by many small
encounters with the magnetic field fluctuations to result in an effective
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collision frequency

1/3
O (Lwpe )V
Vert™ L c

where L is the density scale length. While the Weibel instability effect would
not be as strong (v.,<w,,) as the maximum predicted for ion turbulence, it
seems to persist over wider variations in temperature and heat flux.

There are also several possible classical effects which might reduce the heat
flux. For example, the corona core decoupling mechanism mentioned in a
previous section can give rise to hot electrons with mfp’s paths much larger
than the target radius.* These hot electrons can bounce about the corona many
times before hitting the core and depositing their energy. This effect might look
like an inhibited transport process. The electric fields produced by the counter-
flowing hot and cold electron streams could also inhibit the conduction
process.®?° It might also be that the inhibition process arises from the failure
to correctly calculate the thermal conductivity when the electron mfp becomes
appreciable® (say, A i, /L~ ).

However, although the particular mechanism which inhibits the thermal
transport has not been precisely identified, experimental evidence points to the
presence of this effect in laser driven targets. If we recall that most mechanisms
that could give rise to the inhibition can be modeled in terms of an effective
collision frequency, v, then for the inhibition process to play a significant
role, we must have v,>,,. Since »,, at the critical density scales as the inverse
square of the wavelength of the incident light, »,,~A72, we might expect
thermal flux inhibition to become more serious at longer wavelengths (e.g.,
10.6 pm), while being mitigated to some extent at shorter wavelengths (0.2
pm, 2527

4.2. SUPRATHERMAL ELECTRON TRANSPORT

The implosion of ICF targets to efficient thermonuclear burn conditions
depends sensitively on the transport mechanisms that couple driver energy
deposition to the ablation-generated pressures that produce the implosion.
Most driver energy is deposited initially as electron heating in the energy
deposition region. We have already noted that there is strong evidence that the
process of electron thermal conduction into the ablation surface is sharply
reduced below the values predicted by classical theory.

Of perhaps even more concern is the mounting evidence that laser drivers
deposit a significant fraction of their energy in very high energy or suprathermal
electrons. That is, the various mechanisms giving rise to laser light absorption
in plasmas (e.g., resonance absorption or parametric process) can produce high
energy tails on the electron distribution function. Numerous experiments and
computer simulations have confirmed the presence of these fast electrons.
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Their presence is of particular importance, since they can stream into the core
of the target, ahead of the ablation front, preheating the fuel and resulting in
significantly reduced compressions. In addition, suprathermal electrons can
give rise to a lower ablation pressure for a given driver power, since the energy
coupling between hot and cold electrons decreases as the energy of the hot
electrons increases.

Evidence of the production of suprathermal electrons in laser irradiated
plasmas comes from several sources. A primary source has been the analysis of
X-ray emission from targets.'" 3'-3* As we indicate in Chapter 9, the con-
tinuum or bremsstrahlung emission from these targets can be used to infer
their temperatures. Detailed X-ray measurements have revealed that the X-ray
emission cannot be characterized by one temperature.?® Instead, there is a low
temperature distribution with a high energy tail. Fits to these data suggest that
the temperature of the hot or suprathermal component is some 10 to 20 times
that of the thermal electron component.

It is also possible to measure the fast ions that are accelerated in the space
charge field established by the freely expanding electrons leaving the low
density corona.’>3® Some recent experiments have attempted to measure the
hot electron temperatures directly.

Several theories have been advanced to explain the production of
suprathermal electrons as a result of the laser-plasma interaction process.’* 4
Perhaps the most likely explanation involves a wavebreaking process induced
by resonance absorption. As we discuss in more detail in the next chapter,
resonance absorption is a process in which light incident obliquely to a plasma
density gradient can excite and drive electron plasma oscillations. The energy
coupled into the plasma oscillations can then dissipate through damping
mechanisms (e.g., Landau damping) to appear as kinetic energy of heated
electrons. If the incident light intensity is strong enough, the electron plasma
waves are driven sufficiently strongly that electrons can be accelerated to high
velocity through one wave period. At this point, wave breaking occurs in which
electrons are accelerated out of the thermal distribution and to very high
velocities—that is, suprathermal electrons are produced. A detailed analysis of
the wavebreaking process indicates that these appear as very fast electrons
moving outwards, away from the denser regions of the target. After a few of
these electrons escape the target, a space charge field develops that reflects
these hot electrons back in toward the target core, while accelerating ions in
the plasma blowoff. Theoretical calculations®? suggest that the suprathermal
electrons can be characterized by an effective temperature

Thou (keV) ~8.5[ T, g (keV)]'“[ 1,(10'S W /cm?) A ,(1.06 pm) "™
(4.17)

The transport of these suprathermal electrons is a particularly complex
process because of their exceptionally long mfp. If we recall that the mfp of
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electrons scales as

2 4
)\~Lv_

4me®ln A N,

then we can estimate the mfp of 100 keV electrons as 107 pm for n ~102', 10°
pm for 1023, 10® pm for 10%,and 10 um for 10?”. Hence, except for the very
dense compressed core of the target, these suprathermal electrons see a
relatively transparent plasma. They tend to bounce off the space charge
potential on the outer regions of the corona, being heated to higher and higher
temperatures until they finally strike the core. At this point they can penetrate
ahead of the shock wave-ablation region, causing preheating of the pellet
fuel.*! (See Figure 4.7)
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Shock

n
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<
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Figure 4.7. Suprathermal electron transport in ICF targets.
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An accurate description of this phenomenon would require a kinetic theory
analysis based upon a transport or kinetic equation for the electron distnibu-
tion function. We consider such models based upon the Fokker-Planck equa-
tion*? in Chapter 6. In most hydrodynamic computer simulation models.
however, the suprathermal electrons are handled using multigroup diffusion
theory.* ® To account for long mfp, a flux-limiting procedure is used.

Other phenomena complicate the description of suprathermal electron trans-
port. For example, a spatially localized hot electron component can give nise to
a two-stream instability, thereby losing energy to Langmuir turbulence as the
electrons stream inward toward the pellet core.’® The streaming can also
induce a background return current of cold electrons that could excite ion-
acoustic turbulence.** Magnetic fields could also affect the suprathermal
electron transport process.2®

It is now apparent that suprathermal electron transport plays a very signifi-
cant role in laser-driven ICF targets. This process not only complicates an
accurate description of the energy transport process from the energy deposition
region into the ablation surface, but it can also give nise to significant fuel
preheating and lead to reduced ablation pressures. In fact, the concern about
suprathermal electron production has been a major reason for the upsurge in
interest in ion-beam drivers that do not appear to suffer from this problem.

4.3. RADIATION TRANSPORT

Radiative processes and radiation transport play an important role in inertial
confinement fusion. The hot, dense plasmas produced in an ICF target emit
and reabsorb radiation at soft X-ray wavelengths. This radiation represents a
significant energy transfer mechanism and can strongly affect the implosion
and thermonuclear burn dynamics of the target. For example, the burning
thermonuclear fuel will lose energy via radiation, and this effect must be
accurately described in order to predict ignition conditions. In many target
designs the fuel is surrounded by a high-Z tamper layer to contain this
radiation. In high gain target designs, the radiation produced by the burning
fuel (at roughly 100-keV temperatures) is reabsorbed by the surrounding
tamper and ablated target material (at temperatures of several keV).

Radiative transfer also plays an important role in the implosion process.
This effect must be accurately described if the energy transfer to the ablation
surface i1s to be properly programmed to achieve an optimum shock conver-
gence. Even a small change in these energy transfer rates from the design
optimum can significantly degrade the efficiency of the implosion process.

X-ray emission from the target is an important diagnostic signature in ICF
experiments. Measures of the spatial and temporal distribution of the radiation
emitted from ICF targets is a primary source of information about the
implosion process. Furthermore, a detailed understanding of the X-ray produc-
tion from ICF targets is essential to the design of suitable blast chambers in
ICF reactor concepts.
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The study of radiative processes in ICF targets is complicated by the fact
that the models appropriate for describing the production, transport, and
absorption vary significantly from region to region of the target. For example,
while local thermodynamic equilibrium (LTE) models are usually sufficient for
describing radiative transfer within the compressed inner layers of the tamper
and fuel, in the expanding ablation material, coronal models or sometimes
even fully non-LTE /rate equation models must be used. In this section we
review the models used to describe radiation production and radiative transfer
in ICF targets.

43.1. THE RADIATION FIELD

In a broad sense radiative transfer encompasses all phenomena involving the
propagation of electromagnetic radiation and its interaction with matter. For
example, radiative transfer problems arise in astrophysics, meteorology, pho-
tometry, high sj-;ed gas dynamics (radiation hydrodynamics), and plasma
physics. In analyzing radiative transfer it is customary to emphasize the
particle aspect of electromagnetic radiation by considering the radiation field
to be composed of a “photon gas” and then applying traditional methods of
kinetic theory.**** For example, we can introduce a photon phase space
density or distribution similar to those used in the kinetic theory of gases:

expected number of photons of
frequency » in dv, in volume d°r

rdQd= T
about r, traveling in direction
Qin dQ2, at time

n(e,Q.v,1)dvd?

In radiative transfer studies it is more convenient to work with the radiation
specific intensity or spectral intensity function /,(r.{, 1), defined by

L(r.Q, 0)=hven(r,Q, v, 1)
If we recall that photons move with a speed c (ignoring refraction effects) and
are characterized by an energy E=hv, we can identify I(r,Q,1)dvdQ as the
radiant energy in the spectral interval dv passing through a unit area per unit
time with a direction € in 4. That is, the spectral intensity /,(r, 2, 1) can be

identified as just the photon energy angular flux.
The spectral radiant energy density is then defined as

1
u,(r.1)= . j;ﬂl,(r,Q, 1)dQ
while the spectral energy flux vector is given by

S(r.1)= f4 QL(r,R,1)d
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Using these concepts, we can derive an equation of radiative transfer for the
spectral intensity by balancing the change in I, due to photon streaming or
transport against the change in /, due to sources and sinks:

1 9/

| 4

c or

+$- v I, =change in I, due to sources and sinks

=j,(r.Q,0)—k,(r.t)L(r,Q,1) (4.17)

where we have denoted the photon emission and absorption terms by j, and
k,I, (and explicitly noted that the absorption rate is linearly proportional to
the spectral intensity 1,). These terms are more commonly expressed in terms
of the photon mass emission coefficient ¢, defined by

) rate of radiant energy emitted per unit

= E =
I =PE phase space volume
and mass attenuation coefficient

Kl I rate of radiant energy absorption per
= K = .
P L T unit phase space volume

where p(r,r) is the mass density of the host material. Photon scattering
processes are customarily included in the definitions of ¢, and «, (since a
scattering event corresponds to the absorption followed by the reemission of a
photon).

The equation of radiative transfer can then be written as

1 97

(‘a;+Q-vzfqunrn—xxn:uxnﬂ,o+fin:ﬂ (4.18)

In writing this equation, we have also neglected polarization and dispersion
(dependence of the refraction index on ») and collective effects (correlations),
and we have assumed an isotropic medium, permitting us to regard photon
interactions as independent, successive isolated events. Coherent phenomena
such as the reflection of light are also omitted from this description.

The radiation source corresponding to spontaneous emission processes is
isotropic in nature. Hence we can define the spontaneous emission coefficient
J, as

40—
Ldﬂ—4ﬂ4dﬂ

The optical characteristics of a material are determined by an attenuation
coefficient u, which consists of the absorption and scattering coefficients

Br,=pK,,tpK,
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Attenuation of photons is described by the familiar form
1) = 1,00exp| [ (x) |
0

The optical thickness of a layer x with respect to the photon frequency » is
given by the dimensionless quantity

n= () dx’

Materials opaque to radiation at frequency » are characterized by 7, > 1, while
materials transparent to radiation at this frequency have 7, <1.

43.2. RADIATIVE PROCESSES

To calculate the absorption and emission coefficients k, and &, appearing in the
radiative transfer equation, we must consider the possible interaction mecha-
nisms for a photon propagating through a material. Such processes are
associated with transitions between the energy levels of the atoms (or ions)
comprising the host material. The change in the internal energy will be equal to
the radiant energy absorbed or emitted.

A variety of different processes may be involved, but of most interest to ICF
plasmas are bound-bound, bound-free, and free-free electronic transitions
involving photons at X-ray wavelengths.’® ' When an atom or ion passes from
a higher to a lower energy state, the process is accompanied by the emission of
a photon with an energy (or frequency) corresponding to the difference
between the energy levels. Conversely, a bound electron can absorb a photon
and move to a higher energy level. For sufficiently large photon energies (or
multiple photon interactions), photoionization becomes important. Photore-
combination can also be an important emission process. Free-free electron
processes include bremsstrahlung in which an electron emits a photon as it
decelerates in the field of a ion, and inverse bremsstrahlung in which an
electron in the field of an ion absorbs an incident photon.

Both capture and scattering processes contribute to the absorption coeffi-
cient x,. The emission coefficient ¢, represents the effective photon source
term. Every capture process that appears in «, has an inverse that contributes
to ¢,. These inverse processes may be stimulated by a preceding absorption or
they may occur spontaneously. In an isotropic medium, the stimulated emis-
sion propagates in the same direction (in phase) as the incident radiation;
therefore it is customary to subtract out this component by defining

k, =capture — stimulated emission + scattering

€, =spontaneous emission + scattering
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The detailed calculation of the absorption and emission coefficients for
bound-bound and bound-free transitions are complex and involve the detailed
atomic structure of the atom or ion species involved. Bound-bound transitions
(line radiation) are characterized by very large absorption coefficients that are
very strongly peaked functions of frequency (corresponding to resonances at
the energy level spacing, hv=E,— E;). Absorption coefficients for free-bound
transitions behave as » 3 between the bound electronic states and take large
jumps at energies corresponding to the ionization potential of the bound
electrons.

The determination of photon interaction rates depends directly on the state
populations of the various atomic energy levels. Hence any consideration of
photon transport must involve the rate equations for these population densi-
ties, N,, which take the form? '

aN, "
a—t’+v-(N,.u)= 2 W,N,. i=l..n (4.19)
=1

The rate coefficients W,; in these equations involve a variety of processes in
addition to photon interactions. Of most importance are electron impact
processes such as excitation and deexcitation by free electrons and electron
impact ionization and three-body ionization. The subject of photon interac-
tions in radiative transfer processes can become very complicated indeed.
Fortunately, in many cases one can simplify this analysis considerably by
assuming that the medium is in thermodynamic equilibrium (or at least in
partial equilibrium).

4.3.3. EQUILIBRIUM MODELS

The simplest equilibrium model assumes that both the medium and the
radiation field are in thermodynamic equilibrium at a temperature 7. This is
the case of black-body radiation. In this model, the radiative energy emitted
per unit volume in frequency interval dv about » is exactly equal to the energy
absorbed per unit volume in this frequency interval. The equilibrium radiation
is isotropic and is independent of the specific properties of the medium.
Detailed balance arguments®* 4 can be used to show that the equilibrium
radiation energy density is given by

uP= 8why? 1
v C3 ehr/kT_ 1

(4.20)

This spectral energy density function is known as the Planck distribution (the
radiation is said to be in “Planckian” equilibrium). It should be noted that the
Planck distribution is a function only of the frequency » and the temperature
T. The most probable energy in the Planck distribution is 2.822 kT. The
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frequency-integrated radiant energy density is given by
oo 4
U= ["uldv= —oT*=17.57X10""5T* ergs /cnr
0

where T is in K and o is the Stephan-Boltzmann constant, 6=5.67X 107>
ergs/cm? s K* Hence the total radiant energy density is proportional to the
fourth power of the temperature for equilibrium radiation. Clearly, at high
temperatures such as those characterizing ICF thermonuclear burn, the radia-
tion energy density is quite large.

As an example, consider D-T fuel burning at a density of 200 g/cm’ and a
temperature of 50 keV.** The plasma thermal energy of the fuel is

E ama=3(1+Z)nkT=1.224x10" ergs/cn?

The corresponding radiant energy density is

Ur= %0T4:8.57X 10%° ergs /cm’

Hence at typical thermonuclear burn conditions the radiation contributes more
to the energy density of the fuel than does the thermal energy of the D-T
plasma. This example is not totally valid because the D-T fuel is actually thin
to the radiation, and the equilibrium energy density approximation is not
correct. However, the example does illustrate how important radiation effects
can become.

The radiant flux integrated over frequency is

s*=["srdv=oT"*
0

We can also calculate the emission and absorption coefficients for Planckian
equilibrium. To calculate the emission coefficient, we recall that both sponta-
neous and stimulated emission must be taken into account. When this is done,
the emission term can be written as

c? )
{1+ 1
JV( 2h”3 14

For equilibrium, the emission and absorption coefficients can be related by
detailed balance* to find

Jy 1,
= = 421
K, 1+(c2/2hv?)I, (421)
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or in terms of the radiant energy density

J=4nj,=culx (1—e "/kT)

Thus far we have assumed that both the radiation field and the material are
in thermodynamic equilibrium. A somewhat less restrictive model assumes that
the matenal, but not the radiation field is in local thermodynamic equilibrium
(LTE) which is maintained by electron collision processes. That is, the radia-
tion field is assumed to be sufficiently dilute that electron excitation and
ionization exceed photon-induced processes to yield an equilibrium condition
in which the state populations are related by the Boltzmann factor:

N
_/_,_gL _
N g exp( hv,j/kT)

! J

Then the photon emission processes are essentially independent of the radia-
tion field and are given by the Planck distribution
g 2hv/c?
k., exp(hv/kT)—1

(4.22)

(This relationship is known as Kirchhoff’s law.)

A somewhat different model takes the opposite extreme by assuming that
both the free electron density and the radiation field are dilute enough to
permit excited atoms to emit spontaneously and ionized atoms to recombine
by photorecombination. In this corona equilibrium model there is no collisonal
excitation or deexcitation; therefore to achieve equilibrium, the electron impact
ionization and photorecombination processes are balanced.

In many instances these quasi-equilibrium models are inadequate and one is
forced to a fully non-LTE calculation in which coupled rate equations for state
population densities must be solved simultaneously with the equation of
radiation transfer (and perhaps also with the hydrodynamics equations char-
acterizing the motion of the host medium).>?

43.4. MODELS OF RADIATIVE TRANSFER

We can rewrite the equation of radiative transfer for a medium in local
thermodynamic equilibrium as

19, i
— 5 T vL=x(17-1)

Since this equation is similar to those arising in other transport phenomena
(e.g., neutron transport or gas dynamics), one can apply well-known methods
to its analysis. %%
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Perhaps the most popular approach is to take angular moments of the
radiative transfer equation. Integrating the equation over solid angle, one finds
a continuity equation for the radiant energy density

ou

ar

*+v-S,+oxiu,=cxul

If the transfer equation is multiplied by " and then integrated over solid
angle, one arrives at moment equations of higher order.** However, it is
customary to truncate this hierarchy by assuming that the radiant intensity
L(r,Q, 1) is nearly isotropic so that the radiant energy density can be related to
the energy flux by a diffusion approximation:

C
Sv_ 3_";Vuv

This leads to a diffusion equation for the spectral radiant energy density

du,
a1

—Vv-Dvu,+cxu,=J, (4.23)

This equation can be solved by any of the standard methods used for diffusion
problems. One popular method is multigroup flux-limited diffusion theory.’

There is an important difference from conventional diffusion problems such
as those encounted in heat conduction or neutron transport problems. The
emission coefficient, the absorption coefficient and the diffusion coefficient,
are strong functions of the plasma temperature.®®*' Hence the radiation
diffusion equation is highly nonlinear. Furthermore, unlike other particle
diffusion processes in which the particles diffuse through a background,
suffering scattering collisions which tend to randomize their distribution, the
photons *“diffuse” through a sequence of absorption and reemission processes.
Radiation diffusing into a cold region raises its temperature, thereby changing
the properties of the diffusion process. For this reason the radiation diffusion
equation cannot be treated by itself but rather must be coupled to the
hydrodynamic description of the medium to arrive at a self-consistent picture.
This is most often accomplished by including coupling terms between the
radiation diffusion and electron temperature equations. In the radiation diffu-
sion model the relevant terms are

- ’
J,—ck,u,

while in the electron temperature equation the terms of importance are
o oo}
—f J,,dv+cf k,u,dv
0 0

The frequency dependence is generally treated in a multigroup approximation
so that the integrals are replaced with sums.
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A somewhat more accurate approximation to the radiative transfer equation
involves obtaining the next moment equation

as, e
o +v-P+x.,S,=0

1
c
where P, is the radiation pressure tensor, defined by
R(r.0)=1 [ Q1. 0.1)df
CJ4n

To close this set of equations, one can introduce an approximation known as
the variable Eddington factor approximation by setting

P(r,0)=f(r.t)u,r, 1) (4.24)

Here, f,(r,t) is known as the Eddington factor. A variety of prescriptions have
been given for calculating this quantity.32?

A somewhat simpler approximation involves assuming local thermodynamic
equilibrium so that we can replace u, with U”. This approximation is known as
the radiation conduction approximation*® since it leads to a thermal conduc-
tion equation for the combined plasma-radiation fluid with a conduction
law of

3
5=l o yr_ _ 160IT

3 T VT (4.25)

where / is the Rosseland mean free path, defined as

[0 et )
1: 0

[ (aulydr) d»
0

(4.26)

This approximation is good for optically thick materials where gradients in the
material temperature are small. The earlier diffusion approximation only
requires the constraint that the material is optically thick so that gradients in u,
are small. This is the most appropriate approximation for ICF targets where
strong material temperature gradients can exist. If the simpler radiative con-
duction model is used, then we again have a nonlinear temperature equation,
Jjust as in the case of electron thermal conduction considered in Section 4.1.
However, in this case the effective thermal conductivity has a different
temperature dependence

k~I(T)T?

Many of the same analytical methods can be used to study this nonlinear
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thermal conduction equation—with many of the same results (e.g., wavelike as
opposed to diffusive behavior).3
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FIVE
Driver Energy Deposition

We now turn our attention to the absorption of the incident driver beam
energy in the target. The detailed absorption mechanism depends on the driver
type. Energy deposition by intense laser beams involves a host of complex
processes characterizing the interaction of light (electromagnetic waves) with
plasmas. Electron and ion beam drivers involve the slowing down of energetic
charged particles in a plasma.

The classical mechanisms for both laser and charged particle beam energy
deposition in plasmas involve charged particle collision processes. The electric
field of an incident laser beam causes electrons in the target plasma to
oscillate. This oscillation energy is converted into thermal energy as the
electrons collide with ions. In a similar sense, energetic charged particles
incident on the target slow down via charged particle collisions with the
background plasma.

However, driver energy deposition in inertial confinement fusion targets is
not restricted to such collisional processes. Indeed, since charged particle
collision frequencies decrease rapidly with increasing temperature, classical
absorption mechanisms can become rather ineffective at thermonuclear tem-
peratures. Rather the driver energy deposition mechanisms of most interest
involve various “anomalous’ (or inadequately understood) processes that arise
as a consequence of the high beam intensity or incident particle energy. For
example, an incident laser beam or charged particle beam can couple to
collective modes in the target corona plasma and drive the plasma into a
turbulent state. This turbulence can lead to enhanced absorption. It can also
act to reflect or scatter the incident beam from the target.

In this chapter we consider a variety of processes that are thought to
characterize the interaction of the driver beams with the target and lead to
driver energy deposition. Since a detailed study of such driver-target interac-
tion mechanisms can become rather involved (e.g., venturing into imposing

136



LASER LIGHT ABSORPTION IN PLASMAS 137

subjects such as plasma turbulence and relativistic beam-plasma interactions),
we will confine ourselves for the most part to a qualitative discussion.

5.1. LASER LIGHT ABSORPTION IN PLASMAS

Laser light can interact in a variety of ways with a plasma. The plasma can
refract, reflect, and /or absorb incident laser light. The simplest energy deposi-
tion mechanism is inverse bremsstrahlung or collisional absorption of the light.
We recall that bremsstrahlung corresponds to the emission of radiation (pho-
tons) when a charged particle is decelerated, for example, when an electron
emits a photon in a collision with an ion. Inverse bremsstrahlung occurs when
an incident photon is absorbed by an electron in the Coulomb field of an ion.

A simpler way to think of inverse bremsstrahlung is to consider the motion
of an electron in the oscillating electric field of an incident electromagnetic
wave (the incident light beam). As the electrons oscillate in this field, they
collide with ions, thereby converting the directed energy of the oscillation into
the random energy of thermal motion. In other words, the oscillating electrons
correspond to a current induced in the plasma by the incident light beam that
then leads to resistive heating of the plasma due to charged particle collisions.
In this way, the incident light energy is deposited in the form of increased
electron thermal energy (temperature). Since this process depends on electron-
ion collisions, we might expect that the absorption coefficient would scale as
the electron-ion collision frequency »,,. We also know that »,, scales with
temperature as T, >/2. Hence as the plasma temperature increases, the colli-
stonal or inverse bremsstrahlung process becomes less effective. For example,
the absorption length for 1.06-um light propagating in a plasma characterized
by a temperature 7,~1 keV and an effective charge Z~3 is about 100 um. An
increase in the plasma temperature to 10 keV would increase the absorption
length to 3000 pm—the plasma would become essentially transparent to the
incident light. Furthermore, for high beam intensities, the absorption coeffi-
cient can become intensity dependent (so-called nonlinear bremsstrahlung) and
decrease as a power of the beam intensity. Thus for high temperature plasmas
and high intensity laser light, the classical inverse bremsstrahlung absorption
mechanism can become quite ineffective.

Fortunately there are other absorption mechanisms present that involve the
coupling of the incident light into waves in the plasma. More specifically, the
oscillation of the electrons in the electric field of the incident light across a
variation in the plasma density drives a charge density fluctuation. If the
incident light frequency is comparable to the electron plasma frequency, then
this coupling can resonantly drive electron plasma waves. There are two
primary sources of a plasma density gradient that lead to this coupling. The
plasma blowoff resulting from the ablation process leads to an absorption
process involving obliquely incident laser light known as resonance absorption.
The density fluctuations from other plasma waves such as ion acoustic waves
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Figure 5.1. Laser plasma interaction mechanisms of importance in laser driven inertial
confinement fusion.

can lead to the parametric excitation of plasma instabilities and thereby
enhanced absorption.

The interaction of laser light with the plasma surrounding the target can
become quite complex. Not only can such anomalous processes enhance
absorption, but they can also lead to processes that focus the beam into narrow
filaments (self-focusing and filamentation) or reflect the beam from the target
(stimulated scattering). The coupling of light energy into the plasma waves (by
either resonance absorption or parametric excitation processes) can produce
high energy or suprathermal electrons. The incident light can also produce a
ponderomotive force that modifies the density profile of the blowoff plasma,
steepening this profile or rippling its surface. Some of the mechanisms that
may arise in laser-plasma interactions in inertial confinement fusion targets are
indicated schematically in Figure 5.1.

In this section we discuss both collisional and collective light absorption
processes in plasmas. However, it is useful to begin with a brief discussion of
the various ways in which intense light can interact with matter in general.

5.1.1. THE INTERACTION OF INTENSE LASER RADIATION
WITH MATTER

The electromagnetic energy density at the focal spot of a high-powered pulsed
laser reaches incredible magnitudes. By way of orientation, the parameters



LASER LIGHT ABSORPTION IN PLASMAS 139

Table 5.1 Focal Spot Parameters Characterizing an Incident
Nd Laser Beam of 10 kJ Energy, 100 ps Pulse Length,
and 103 cm? Focal Spot Area

Focused intensity 10"* W /cm?
Energy density 3%107 ) /cm’
Photon density 3% 10% photons/cm’
E.. 10"V /cm
B, 50 MG
Average kinetic 5 keV

energy of electron
oscillating in laser
field

characternizing the focal spot of a 10,000-J Nd glass laser beam, delivered in a
100-ps pulse on a focal spot area of 10~ cm? are given in Table 5.1. The
energy density in the focal spot, 3X 107 J /cm?® is well above the energy density
of electron binding to an atomic nucleus, 4X 10° J /cm® (although it is also well
below the nuclear energy densities of 10'' J /cm®).

Therefore, if this very intense laser light is focused on a solid target, rather
major transformations in the target surface occur. Not only is the solid surface
vaporized, but it is ionized as well, producing a high density plasma that
continues to absorb the incident laser light. The very rapid temperature
increase at the surface of the solid causes the laser-produced plasma to blow
off or ablate towards the laser beam. This, in turn, drives an intense hydrody-
namic shock wave into the solid.'

Heating without Phase Change. For sufficiently low light intensities, /<107
W /cm?, the incident laser light merely heats the target surface without melting
or vaporizing it. The incident light is absorbed (and partially reflected) within
a skin depth of the surface. This absorbed energy is then transferred into the
interior of the target by thermal conduction.

Laser Induced Melting and Evaporation. For somewhat higher intensities,
I~10%—10° W /cm?, the incident laser energy will actually melt or evaporate
the solid surface. One usually finds vaporization of the surface as opposed to
melting. The mechanism for vaporization depends on the laser light intensity
(the pulse width).

For longer pulses at low intensities, /~10°—107 W /cm?, the laser light
produces deep, narrow holes in the surface. There is very little blowoff of the
vapor produced at the surface. Typically a 10J pulse delivered in 1 ms will
produce a crater of about 1 mm in depth.

For higher intensity at shorter pulse lengths, /~10° W /cm?, only a small
amount of the target material is vaporized. However, this vapor cloud or
blowoff can interact with the incident laser light, absorbing the light and
shielding the surface. Since higher intensities produce high pressures that drive
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the vapor away from the surface at high velocities, the back reaction from the
blowoff drives strong shock waves into the solid target itself. For example, a
10 J pulse delivered in 30 ns will ablate only 1 to 3 um of surface matenal.

Laser Induced Ionization and Gas Breakdown. It has been known for some
time that sufficiently intense laser light can ionize materials. In particular, the
focal spot of a large pulsed laser is capable of creating a “spark” in air, that is,
producing gas breakdown.? > The threshold of this phenomenon is usually
around /~10"" W /cm’.

There appear to be two essential processes involved in such breakdown
phenomena: the production of an initial ionization and then the subsequent
growth of this ionization. The second process is usually taken as an avalanche
mechanism. If there are free electrons in the gas, they will be rapidly accel-
erated to high energies by the electric field of the incident laser light. In a very
short time they will have achieved sufficiently high energy to ionize other
atoms and produce more free electrons—and so on in a cascading ionization
process.

The initial or “priming” ionization is more difficult to understand, since the
photons present in the incident laser beam have energies Av many times less
than the ionization potential of most atoms. For example, it would take the
simultaneous absorption of 43 CO, laser photons to ionize a lithium atom.
Such very high order multiphoton processes are very improbable. Nevertheless.
in the very high photon densities of the laser focal spot, such a mechanism can
become significant. Other explanations for the initial ionization include the
presence of impurities, and also a distortion of the atomic electron energy
levels in the very high intensity laser electric field that effectively lowers the
ionization potential.

The calculation of the laser light threshold at which ionization occurs in a
gas is rather complicated, and experimental verification is difficult. For-
tunately at the very high intensities used in most applications (in excess of 10'2
W /cm?), the ionization of the target can be regarded as essentially instanta-
neous, regardless of the actual mechanism involved. (Here we need only recall
that the kinetic energy of a free electron oscillating in the electric field of an
incident laser beam is typically a keV or more.) Hence one usually considers
the interaction of high intensity laser ligh® with an ICF target to initially
involve a dense, low temperature (~ SeV) plasma. '

5.1.2. COLLISIONAL (INVERSE BREMSSTRAHLUNG)
ABSORPTION OF LASER LIGHT IN PLASMAS

The classical mechanism for laser light absorption in plasmas is inverse
bremsstrahlung or free-free absorption in which a photon is absorbed by a free
electron in the field of an ion. However, a more intuitive description of the
absorption process would be to recognize that the incident electric field of the
laser light oscillates free electrons. (The ions also oscillate, but their motion can
be neglected because of their much larger mass.) This directed energy of
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electron motion is randomized and hence converted into heat energy by
electron collisions with ions. In other words, the incident laser electric field
drives electron currents, and the resistivity represented by electron-ion colli-
sions leads to “Joule heating” of the plasma.

To analyze this process in more detail,* *> consider the propagation of a
linearly polarized plane electromagnetic wave in a medium as described by
Maxwell’s equations. We take the propagation vector along the z axis and the
electric field vector along the x axis (see Figure 5.2) so that Maxwell’s
equations become

oE _ o8
9z o
9B _ 1 9
Friali JEREY:

Here J represents the current induced by the electromagnetic wave in the x
direction. This current can be calculated if we consider the motion of an
electron in the electric field as described by its equation of motion for the x
coordinate of velocity, u,

du

dt

m— +my, u=—eE

Here, the electron-ion collision frequency has been introduced as a friction
term in this equation. The induced current density can then be calculated in
terms of u as

J=neu

— @] 4
|

/%

Figure 5.2. Coordinate system for analyzing inverse bremsstrahlung,
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To solve these equations, we seek a plane wave solution in the form
EzEé ei(kz+ul)
X

We can then solve for the electron velocity as

_eE [iw—v, pitkz+wn
m \ w’+p?

and hence for the current density

2 e —
J= ene w—v,, eoEei(kz*!-ut)
eom |\ w?+»2

where it is convenient to define the plasma frequency w,

2

e‘n,

W=
ggm

If we substitute this current into the field equations, we arrive at a relation

between the propagation wave number k and the laser light frequency w, that
is, a dispersion relation for the laser light propagation in the plasma:

(1+iﬁ)
w

Since k is, in general, complex, the incident light is attenuated as it propagates.
In particular, the index of refraction n, is given by

el )= 43 mra-nr() ]

yf
! w

2
“p

24,2

wtw,

while the energy absorption coefficient is given by

1/2

xEZIm{k}:2%[_123_4_%[Bz+(1_ﬁ)2(%)z]l/z]

where
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Light Propagation in Plasmas. Before continuing to examine the absorption
process, it is important to note that for v, <w, the index of refraction simplifies

to
2112
=l=(2]
w

When the plasma frequency becomes larger than the light frequency, w,>w,
the index of refraction n, becomes imaginary. This means that light cannot
propagate in the plasma when w,>w. The blowoff plasmas characteristic of
inertial confinement fusion targets have a density gradient similar to that
shown in Figure 5.3. Since the plasma frequency scales as density, wp~n',/ 2 it
is apparent that laser light incident from the lower density (‘“‘underdense”)
region can only propagate up to the density at which «, becomes equal to w.

This limit is usually referred to as the critical density, and it is defined more
explicitly as

2
EgMmuwg

ec 2

e

3
If

where w, is the frequency of the incident laser light. The incident laser light
will then be reflected at the critical density. From a more physical point of
view. in the underdense region where the light frequency exceeds the plasma
frequency, the electron inertia is sufficient to keep the material current in
phase with the displacement current. In the overdense region where the light
frequency is less than the plasma frequency, the material current opposes the
displacement current in the light field, and the wave cannot propagate.

Several other comments are of use at this point. Since the index of refraction
n, is less than one, the light is refracted away from regions of higher density. In
a later section we discuss the fact that most light absorption in a plasma occurs
at or near the critical density n,..

n,(x) \
Overdense Underdense

Reflection

Figure 5.3. Incident laser light cannot propagate beyond the critical density.
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Table 5.2 The Critical Density for Various Laser Wavelengths

Laser

Type Ao(pm) hv (eV) p. (g/cm’) n, (cm™?)
uv

Excimer ] 0.25 5.4 7.0%10 2 22x102
Nd (X 4) _
Nd (X2) 0.50 2.5 1.5% 102 45%10%
Nd 1.06 1.17 3.3%x10°? 102
co, 10.6 0.117 3.3X%10°° 10"

Another important parameter that characterizes the plasma’s response to the
incident light is the *“‘quiver velocity” with which the electrons oscillate in the
light wave’s electric field:

lw—y,

2 2
Wty

eE
m,w

Ug= —
0 m,

n

The corresponding kinetic energy of the oscillating electron is given as

]
2n,n,c

1
<KE>osc=§me"5:

where [ is the average intensity of the incident light. We have tabulated the
critical density n,_, the quiver velocity u,, the quiver energy (KE),., and
several other parameters characterizing laser light of different wavelengths in
Table 5.2.

Classical Absorption. In the underdense region of the blowoff plasma
where the laser light absorption occurs, the collision frequency is much smaller
than the frequency of the incident laser light, »,, <w,. Then we can simplify our

dispersion relation to
2 2.
(ﬁ)zl_&+&(ﬁ)
Wo wi Wi\ w

Hence we can solve for k(w;)

w2 1/2 w2
= (1) L ) ()
_C 2 Zw 2 _ 2 2
Wy o wy | 1 (wp/wo)




LASER LIGHT ABSORPTION IN PLASMAS 145

We can then calculate the absorption coefficient as

x:21m{k};(%)(w—; !

wé) [1-(w2/ad)]”

P

If we now substitute in an explicit form for the electron-ion collision frequency
v,,, we can write the absorption coefficient characterizing inverse bremsstrah-
lung ¢ as

167 Znle®In A
x'—”(Zw)l/z( ) 2 %
c(m kT,)" w(z)(l—(wj/w(z,))
where
v Ze? h
A=—21 p . =max .
wppmin P {kTe (mrkn)l/z}

Let us examine this expression in more detail.” For fixed plasma density n,
and temperature T, it appears that k~1/w3~A%, and hence we might expect
that longer wavelength radiation is absorbed more effectively. However, this is
a misleading comparison, since most absorption occurs near the critical density
n,. corresponding to a plasma frequency w,=w,. It is more illuminating to
rewrite the absorption coefficient in an alternative form

2
¢
1/2 Koe

(1-9)

i

K

where ¢=n,/n,. and k;,_ is the absorption coefficient characterizing the
critical density,

KO(_E?VH(R‘,:”‘,(.)

Actually, k,_is the most appropriate measure of the effective absorption
coefficient for laser light of a given wavelength. Since the collision frequency
scales as »,,~n,, it is apparent that x, ~w3. Hence the effective absorption
length decreases rapidly as the wavelength of the incident laser light decreases
(see Figure 5.4).

Effect of Plasma Density Gradients. The plasma blowoff cloud surrounding
an ICF target is characterized by a density variation n (x) (assuming a plane
geometry for the moment). Hence the effective absorption of the incident beam
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Figwre 54. The dependence of the effective absorption length characterizing inverse
bremsstrahlung upon wavelength and temperature.

must take into account the varation of the absorption coefficient, x(x), caused
by this spatial density gradient.> ® More specifically, the absorption would be

given by
exp[—fx(x)dx]
where we can write

[nAx)/n, ]
K dx~x, -
/ (X) ) f[l—ne(x)/"cc]rldx

For a linear density gradient, n (x)=n_.x/L, this expression yields the beam
absorption (including absorption of both the incident and reflected beam)

Absorption=1—exp( — 3, L)
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For an exponential density profile, n(x)=8n,exp(—x/L), the coefficient in
the above expression is modified to

%*%[1—(1+§)(1—B)'/2 . (B<D)

It should be apparent that the absorption depends essentially on the dimen-
sionless factor, k, L, that is, the ratio of the “scale height” L of the density
profile to the absorption length at the critical density, x;.'. For appreciable
inverse bremsstrahlung absorption to occur, the plasma cloud must be char-
acterized by a scale height on the order of an absorption length in the
neighborhood of the critical density n,_.

Nonlinear Bremsstrahlung. There are many modifications that can arise in
this simple picture of light absorption in plasmas. For sufficiently low tempera-
tures, bound-bound and bound-free absorption can occur. At higher intensi-
ties, the strong electric field of the light will distort the distribution of electron
thermal velocities, hence modifying the collision frequency »,, and leading to a
dependence of the absorption coefficient k on the light intensity / (hence the
name nonlinear bremsstrahlung). This latter effect occurs at light intensities at
which the energy of oscillation of the electrons in the light beam electric field is
comparable to their thermal energy,

<KE>OSC~kTe

Although the detailed calculation of the effect of intense light on the
electron distribution function f,(v) is cumbersome, several qualitative features
of such an effect will be discussed. In the simplest model, the electron
distribution function f,(v) is assumed to remain roughly Maxwellian, but the
electron-ion collision frequency »,, is modified because the electron velocity v
must now include the quivering component u,.>"'*> In this case one finds that
the absorption coefficient is modified to

K
2
]+%(“0/Um)

Since (uq/v,,)*=(KE)./kT, it is apparent that for large incident light
intensities, the absorption coefficient will decrease as 1~'.

A more detailed calculation'® '7 which takes into account the fact that f(v)
will be perturbed from a Maxwellian finds that

v}y
k—-xexp| — —%
2v},



148 DRIVER ENERGY DEPOSITION

where

.2
m(" W

-

|7 ()] e

The absorption coefficient predicted by this estimate can be reduced by as
much as a factor of two over that for the usual (“linear”) inverse bremsstrah-
lung process.

Although there is little doubt that such effects can be present. direct
experimental evidence is scant because of the presence of a vanety of other
processes that set in at lower beam intensities (e.g., resonance absorption and
stimulated scattering).

5.1.3.  RESONANCE AvSORPTION

When light is incident on a spatially inhomogeneous plasma. electrostatic
waves are generated whenever the light has a component of the electric field E
along the density gradient v n. In particular, when p-polarized light (with E
parallel to the plane of incidence) is incident obliquely on the density gradient,
then the component of the light E field parallel to the plasma density gradient
can drive electron plasma waves (see Figure 5.5). Near the critical density the
electric field becomes very large and will resonantly excite these waves. Hence
one finds an energy transfer mechanism from the light into the waves, and
eventually through the damping of the waves into the electron temperature:

oblique electron electron
light » plasma » temperature
f waves T
resonance wave
absorption damping

(Notice that if the light is s-polarized, with E out of the plane of incidence,
there will be no coupling to the plasma waves.) This process is known as

Vn

Figure 5.5. Resonance absorption occurs
when the light is obliquely incident upon a
e density gradient.




LASER LIGHT ABSORPTION IN PLASMAS 149

resonance absorption.®% It is now felt that this is a dominant mechanism
involved in the absorption of laser light in ICF targets.

A Simple Model of Resonance Absorption.”>* Consider a nonuniform
plasma driven by a uniform electric field of strength E, and frequency w,. We
can combine Maxwell’s equations,

v -E=4mp
%, g.9=0
Bt
to find
oE)
V(41TJ+—87) —0
or

OE OE
5, tamI= <a_ +4er>

where the average represents the spatially independent component. We neglect
ion motion and linearize to write

J=—eny(z)u

where u is the oscillation velocity. If we differentiate with respect to time and
use the linearized equation of motion, we find

2
ZT+ (2 )E+y"‘8 =—[w )—(wj(z))]E‘,costt

If we assume a field E~exp(iw,t), we find a response

w,f(z)Ed

E=——
wp—w;(2) +iv, w,

If we assume a linear density gradient, n(z)=n,(z/L), we can compute the
power absorbed from the laser driver field:
|E|2 Wo LEdz
P abs — 87 dz= 8

Notice in particular that the collision frequency »,, cancels out in this expres-
sion. That is, the amount of resonance absorption is independent of the
detailed wave damping mechanism.
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Figure 5.6. Coordinate system for analyzing resonance absorption.

Oblique Incidence.’® In the more general case, the light is incident
obliquely upon a plasma density gradient as shown in Figure 5.6. The
dispersion relation characterizing the light wave is

w(2,=w: + wisin?0+ k 3c?
The maximum distance of penetration occurs where k.=0, or at
— 20
n,=n,.cos

For p-polarized light (in the y —z plane), there is a component of the electric
field vector, E,, along the density gradient. To analyze this, we need to
compute this component and then use it for £, in our earlier modeled problem
result. Kruer?? shows that the component of the electric field which drives the
resonant process is

E L
E~E~—12%— sin0exp[— % ( Lo= ) sin30]

(woL)l/|6 C
c

where L is the scale height (assuming a linear density gradient). The fractional
absorption can then be calculated as

f=14*(7)
where
1=(koL)"’sin8

¢(7)=231rexp(— %)
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Figure 5.7. Fractional absorption for various angles of incidence and scale lengths.

The fractional absorption is plotted in Figure 5.7 as a function of incident
angle.

For resonance absorption to occur, the electric field of the incident wave
must tunnel from the turning point at n__cos?@ to the critical density n,_. If the
angle of incidence, 8, is too large, the light will be turned away too far from the
critical density. If the angle @ is too small, the component of the electric field
parallel to the density gradient, E,, is too small at the turning point. In both of
these instances, there will be little resonance absorption. The angle of incidence
for maximum absorption is given by

) c 173
sm030.8(m)

The range of angles, Af, for which there is appreciable absorption depends on
the scale height L. For scale heights large compared to the laser wavelength,
L>X,, there is absorption for only a narrow range of incident angles, A@. For
shorter scale heights, L=Z10A,, resonance absorption occurs for a broad range
of angles Af. For example, for current experiments on small targets, L=1 um
with A;=1.06 pm, the optimum angle of incidence is 20. Reactor grade targets
for which L~ 1000 pm would require an angle of incidence of as small as 3°. It
is difficult to see how such small angles of incidence could be produced under
conditions of uniform illumination. Fortunately, the ponderomotive forces
produced by the incident light modify the blowoff plasma density profile,
steepening it and shortening the scale height in such a manner as to increase
resonance absorption. In any event, however, the fraction of incident light that
can be absorbed by the resonance process is limited to roughly 50%.

Nonlinear Effects and Hot Electron Production. Although the resonance
absorption process is basically linear, there are some nonlinear effects that
become important at high light intensity. Two dimensional plasma simulations
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Figure 58. Modification of the density
_ gradient profile by the ponderomotive force
x exerted by the incident light.

have shown that the resonantly driven wave field grows to sufficient intensity
that electrons can be accelerated through in one oscillation perniod. This
phenomenon is known as “wavebreaking.” It leads to electron trapping by the
localized oscillating field and the production of very high energy (suprathermal)
electrons.?’-3° A more detailed discussion of these suprathermal electrons and
their implications for target dynamics has been provided in Section 4.2.

Profile Modification. A second nonlinear effect of some importance is the
influence of the incident light on the plasma density gradient. The ponderomo-
tive force exerted by the beam (the light pressure) can dam up the plasma flow,
thereby steepening the density profile and reducing the scale height'-37 (see
Figure 5.8). This can have a significant effect on the range of angles over which
significant resonance absorption will occur. It furthermore tends to reduce the
energy deposited in the form of suprathermal electrons.

Other types of profile modification can become important. For example,
computer simulations have suggested that the incident beam can ripple the
critical surface. This also broadens the incident angle range over which
appreciable resonance absorption occurs. There is some experimental evidence
for this type of profile modification from the measurement of backscattered

light.8

5.1.4. ACOUSTIC TURBULENCE

A second anomalous (nonclassical) process that might lead to enhanced
absorption involves the presence of ion-acoustic turbulence driven by the heat
flux from the energy deposition region into the ablation front.*’~*? The general
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idea is that strong absorption in the underdense region of the plasma, due, for
example, to resonance absorption, will produce a large heat flux toward higher
density regions of the target. The heat flux can drive ion-acoustic turbulence
(via a two-stream mechanism due to the counterflowing cold and hot electron
components or the hot electrons and the ion stream due to plasma blowoff).
Since the ion-acoustic turbulence increases the effective electron-ion collision
frequency, »,,, it would lead to enhanced absorption (analogous to collisional
absorption) of the incident light. This process can only occur for densities
between the critical density and roughly one-third the critical density, 0.3n, &
n,<n,. However, in this region, light absorption could be enhanced consider-
ably, corresponding to an additional absorption of the incident beam of
roughly 20%. Although this absorption mechanism does produce suprathermal
electrons, they are far less energetic than those produced by resonance absorp-
tion.

5.1.5.  PARAMETRIC PROCESSES IN ICF PLASMAS

Incident laser light can couple together the natural collective modes or waves
in an ICF target plasma in such a way as to drive these modes unstable.*-4°
These instabilities will then grow until they saturate in a turbulent state. This
turbulent state of the plasma will then be characterized by enhanced values of
transport coefficients such as those characterizing absorption, thermal and
electrical conduction, and electron-ion energy transfer.

For example, the incident light can couple together electrostatic modes such
as electron plasma waves and ion acoustic waves in such a way as to lead to
enhanced absorption of the incident light in the vicinity of the critical surface.
The light can also couple into electromagnetic modes and excite instabilities
that lead to an enhanced reflectivity of the plasma.

These phenomena are examples of a parametric excitation process.*¢->® More
precisely, parametric excitation involves the amplification of the oscillation of
a natural mode of a system due to a periodic modulation of a parameter that
characterizes the system. Perhaps the most common example of this is a child
on a swing. The natural frequency of the oscillating motion of the swing is
determined by the mass and the length of the rope (see Figure 5.9). But the
child can influence this motion by kicking its feet in such a way as to change
its center of mass—that is, the child can change the effective length of the
swing and thereby the frequency of the swing in a periodic fashion. If the child

Figure 5.9. The child on a swing is an example of a single-mode
parametric process. d20/dt*+Q°0=0; Q*=(g/I)(1+ecos wt).
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kicks at a frequency just double that of the natural frequency of oscillation,
then it can amplify the motion of the swing. In this case, the parametric
excitation appears through a modulation of the frequency parameter.

In a plasma, there are a variety of different natural modes, such as electron
plasma waves and ion acoustic waves, that depend on parameters such as
density and temperature. Since these latter parameters can be modified—
indeed, modulated—by the electromagnetic field of the incident light wave, it
is not surprising to find that parametric excitation can play an important role
in the interaction of laser light with plasmas. A variety of different coupling
processes can occur involving both electrostatic and electromagnetic modes.
These are indicated schematically in Figure 5.10. All of these processes involve
three waves. There are also four-wave and higher order processes that can
occur, but these are usually of secondary importance in laser-plasma interac-
tions.

Electrostatic modes

Wy “pe
Decay mode AAAAAS
wlﬂ
wg Cpe
Oscillating two stream AAAAAS-
w,,~0
W, /
2w -AMOIV'V» “pe

Electromagnetic modes

wp‘,
. . w()
Stimulated Raman scattering AAAAns
wO - wpe
b e o
wlﬂ
. o . Wo
Stimulated Brillouin scattering “AAAAAA -
Wy — Wy,
e o

Figure 5.10. There are a variety of three-wave parametric processes that can occur in
laser-plasma interactions.
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@2 Signal  Figure 5.11. A three-mode parametric process.

The most general type of three-wave parametric interaction process can be
represented schematically as shown in Figure 5.11. Here we have employed the
usual terminology of parametric amplifiers in electrical engineering by refer-
ring to the driving force (e.g., the incident light wave) as the “pump,” the lower
frequency natural mode (e.g., an ion acoustic wave) as the “idler,” and the
higher frequency natural mode (e.g., an electron plasma wave) as the “signal.”
Such parametric processes are characterized by several general properties:

1. A matching or “resonance” condition among frequency and wave numbers
must be obeyed for strong coupling:

wy~w,; tw,

2. Since all natural modes of oscillation are damped, the driver or pump
amplitude must exceed a certain threshold intensity to drive the modes
unstable. These modes then grow in amplitude with a certain growth rate
as they absorb energy from the pump.

3. The final frequency of the amplified oscillation is determined by the pump
frequency rather than the natural frequency of the modes. This is referred
to as “frequency locking.”

The general approach to analyzing parametric coupling processes in laser-
plasma interactions is to first recast the equations characterizing the modes of
the plasma into a form in which the parametric excitation is explicit. These
equations are then analyzed in the linear limit to determine the thresholds on
the pump amplitude for the onset of instabilities and the growth rates of these
instabilities. The more complex analysis of the nonlinear evolution of the
parametrically driven modes and their eventual saturation in a turbulent state
requires the use of plasma simulation codes.

Single Mode Analysis. To be more explicit, consider the case of a single
mode parametric process, that is, in which both the idler and the signal are the
same mode. The oscillator amplitude X(t) satisfies

F +21‘7+(9 +T )X(I)-—O
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where
Q =frequency of oscillation
I' =damping coefficient

The parametric excitation is introduced as a modulation in the frequency:
Q2=Q%(1—-2ecos wyt)

where we will refer to , as the natural frequency of the system in the absence
of the modulation, and w, is the pump frequency.
If we use a variable substitution

X(t)=eT'Y(1)
we find

d’y
e +Q2(1—2ecoswyt) Y(1)=0

This is a differential equation with periodic coefficients and corresponds to a
special case of Hill's equation known as the Mathieu equation. A theorem due
to Floquet indicates that the solution to this equation will have a periodic form

(e 2 =t
Wo

The usual approach to the analysis of such parametric processes involves
perturbation theory. If we assume (1) a weak pump such that e< 1 (so that the
equation can be linearized) and (2) small damping such that I' /Q,< 1, then we
can simplify the analysis considerably. We begin by introducing a Fourier
transform:

1

X(I)IE

fe““"’X(w) dw

If we now transform the differential equation, we find
D(w)X(w)ZeQé[X(w—wo) +X(w+w0)]

where D(w) is a dispersion relation for the natural oscillation of the system

D(w)=—w?—2iTw+(Q3+T?)
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We can now study two cases suggested by Floquet’s theorem:
Case I: w,=28Q,. where w, is the pump frequency.

If we look at frequencies w~ £, then w—w,~ — &, and is resonant with the
natural oscillation frequency @,. But w+w,~ 38, and is off-resonance. Hence
we can neglect X(w+w,) as an off-resonance term and consider only the
coupling of X(w) and X(w—w,)

D(w)X(w)=eR2X(w—w,)
In a similar fashion, we find that X(w—w,) satisfies
D(w—wp) X(w—wy)=eRi X(w)

where we have neglected X(w—wy)~X(—3%,) as off-resonance. Combining
these, we find the dispersion relation

D(w)D(w—wy)=¢*Qf
If we now factor the dispersion relation for the natural mode:
D(w)=—(w+8Q,+ilN)(w—8,+il)
and use the fact that w~&; and I' /Q,<« 1, we can simplify this to
D(w)~—2Q,(w—Q,+iI")
D(w—wy)~2Q(w—wy+Q,+iT)

so that our dispersion relation becomes

2

Q
(w—90+ir)(w—QO—A+iF)+£270 =0

where we have introduced the frequency mismatch
Let us now write

w=(Ry+x)+iy

Here, a positive value of y would imply an instability in the mode. If we
separate real and imaginary parts such that

x(x—A)—()'+F)2+£ZQ§/4:O
(2x—=A)(y+T)=0
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we can identify two different types of solutions:

1. y=—T which yields a damped oscillation with frequency x=}[A=[A’—
€2Q2]'72]. This solution makes sense only when A?>¢2Q2. But we recall
that A=w,—2%,. Hence we require (w,—2%,)>>¢’Q2, that is, € suffi-
ciently small or frequency mismatch A sufficiently large.

2. x=A/2: Now we find Re{w}=x+Q,=w,/2. Notice that this is a
“frequency-locked” situation, since it does not depend on the natural
frequency. We also find that the growth rate is y= — '+ 1[£223— A?]'7,
which is valid in the region e222>A? or e2Q2>(w,—2%,). From our
expression for y we see that one of the modes is less damped than the
natural oscillation, the other mode is more heavily damped. The less
damped mode becomes unstable when

. A2 +4T7?
£E>—

Q3
Thus we have arrived at a threshold condition on the pump intensity for
instability. Notice that for zero frequency mismatch, A=0, we have the
minimum threshold condition, ¢,;,=2I/Q;. The maximum growth rate
also occurs for A=0, y, .= —T'+e/2Q,.

Case 2: wy,=Q,. This analysis can be repeated to find two types of solution
once again, one damped and one “frequency locked” with an oscillation
frequency no longer dependent on the natural frequency but rather on the
frequency mismatch.

Coupled Mode Parametric Excitation. The situation of more direct interest
to three-wave processes is the coupling of two natural modes by a pump mode.
as described by

d*X dx
—;;—2— +2Flgt—+(w%+F|2)X(I):>\Z(I)Y(l)
dy dY
I{"FZI‘Z?I— +(w§_+l‘22)Y(t):p.Z(t)X(t)

where the pump is given by
Z(1)=22Z,cos wy!

It is customary to assume, without loss of generality, that w, <w,.

The analysis of these coupled oscillators was first given by Nishikawa®’ and
applied to analyze the interaction of electromagnetic waves with plasmas. The
perturbation analysis of this problem, while quite similar to that of our
previous single mode example, is cumbersome, and so we only discuss results
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here. For the frequency matching condition
wy~w, tw,
we can again Fourier transform the coupled mode equations to find the
dispersion relation

1 1

- 2
Di(w)=AnZy Dy(w+wy) i Dy(w—w,)

where
D(w)=—-w’-2iTw+(w*+T?), s=1,2

A perturbation analysis of this dispersion relation indicates two classes of
solution. Both cases can be driven unstable, but in one of these cases there is a
nonoscillatory solution. We study these solutions in more detail in the next
section when we consider the particular application of the coupled-mode
equations to electrostatic waves in a plasma.

Application to Electrostatic Waves in Plasmas.’®>*® To apply these results to

the parametric excitation of electrostatic waves in a plasma by an incident laser
beam, we must first transform the relevant equations describing the laser-plasma
interaction into the form of the coupled parametric oscillators. It is typically
assumed that the laser beam is represented by a uniform electric field oscillat-
ing at a frequency comparable (but greater than) the plasma frequency. The
dynamics of the plasma are represented by the coupled hydrodynamics equa-
tions:

an, on, d _
5 +u,- o1 +”aﬁ'“o—0

du, du, 1 dp, e,
no[ a1 +u,: oy ]+m_,¥_m n,E—v,nu,

o

0 .
a-E—Mr}.’:eono. og=e,li

These equations are then linearized about a spatially homogeneous part
(oscillating with the applied field) and averaged over the high frequency
motion of the electrons. The resulting set of equations then takes the form

an, On, _ e
v Ay +wp‘,(k)ne(t)—m—ek-E0n,(t)

! a": ie
52 e twig(k)n,(1)=— —k-Eqn (1)
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which is identical to that of the coupled oscillator problem. The results of the
analysis of that problem can be applied directly.

More specifically, the dispersion relation for three-wave parametric coupling
of electrostatic waves becomes ‘

1 1
w? +ivw— W} )= wiw? kid?
( ) 4777 O (w—wp) —wh+iv,(w—w,)

1
(w+w0)2—w§+ive(w+w0)

where

eEy _

2
muwg

dy= electron “quiver” displacement

kgT,
wp=wl+ % k2= electron plasma wave frequency
€

ia

=( kBTc

1/2
) k =1on-acoustic wave frequency
i

In deriving this dispersion relation, the assumptions of a weak pump (kd,< 1)
and near critical density (w,~wg) have been used. If we confine our attention
to low frequency modes, w < w, and solve the dispersion relation for a frequency
w=w,+iy, we can determine the threshold for instability by setting y=0.
There are two cases of interest:

1. Decay mode instability. w,»v,, wy~w,+wg.
Then we find

2,2 1272
Viwiayewk'vhlwpiwpek dO
If we note that the light intensity is given by

— 1 2
I=5cn e E;

we can calculate the threshold for the parametric decay mode as

it 3 (2 22 (2

pe i pe ia

where we have defined the laser light intensity at which the quiver energy
is equal to the thermal energy as

Iy=2n,cn (k,T,)
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2. Oscillating two-stream instability. «,=0,y=0. Then

2_.,.2
_w:a~zwp:wpek dO 2 212 2 2
(“’o_“’k) triwp

(Notice that this implies that we must have wy<wg.) The minimum

threshold occurs at wg —w%=v,w, which yields

w

12322(-1'—)[”]
pe

The thresholds for both the decay mode and two-stream instability depend
on the damping of the waves. For the ion acoustic wave, one can write

v m,\'? T, 2 1T,
D

1a ! !

~

while for the electron plasma wave

Ve Ves Z 72 -3 —l _2]
o () ko) Vexp| = 5 (ko)

Here, k., is the wave number of the fastest growing ion acoustic mode, given
approximately by

z wo _ L?_)zm‘, ]/2~(u)(m‘.)l/2
Kmax o [3(«: l)WL(3 m] 3 m

t 1

For the case of equal electron and ion temperatures, 7,=7,, we find
v,/w;,~0.6 so that the thresholds for the two stream and decay mode instabili-
ties are comparable, I,;~ /). In the situation more typical of the blowoff
plasma, T,» T, and »,/w,,~(m,/m,)'/*>1 so that the threshold for the two
stream instability is significantly greater than that for the decay mode, /,;>
Ippm-

The dispersion relations can be used to calculate the corresponding growth
rates for these instabilities:

Decay mode

3172 [ ]

1/3
me 2
Ymax = ~5 @pe ﬁ;(kdo)]



162 DRIVER ENERGY DEPOSITION

Two stream

Pee --mm- /\,slav mode
B Parametric

electron wave

Stimulated Raman

and Brillouin scattering

1 1 1 1 1 l

nY

Figure 5.12. Density windows for parametric processes.
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Notice that in both cases, the growth rates scale as vy, ~ 7'/

The implications of these results are important. Consider laser light incident
upon a density gradient as shown in Figure 5.12. The above analysis indicates
that parametrically driven electrostatic wave instabilities can only occur near
the critical surface. The minimum threshold for the excitation of these instabil-
ities occurs for T,» T, and n,~n,.. Then the damping is collisional in nature,
and we find that the decay mode instability has the lowest threshold which
scales as Iy ~n3/2/T}/2.

Stimulated Scattering Processes.®® *® The incident light wave can also

parametrically excite electromagnetic waves in the plasma leading to a stimu-
lated scattering of light, that is, an enhanced reflection. For example, stimu-
lated Brillouin scattering involves the parametric coupling of the incident light
with an ion-acoustic wave and a backscattered electromagnetic wave. The
stimulated Raman scattering process involves coupling of the incident light
wave with an electron plasma wave and a backscattered electromagnetic wave.
Frequency-matching conditions imply that these processes can occur in the
underdense region if there is a sufficiently large scale height in the blowoff
plasma.

Such stimulated scattering processes are potentially quite serious since they
could scatter the incident laser light back off of the target plasma before it can
penetrate into the critical surface where the most effective absorption (reso-
nance or parametric) can occur. Brillouin scattering is the most serious, since
the frequency matching condition w,~ w,,, + w,, allows it to occur over a large
region of the underdense plasma. Plasma simulations and experiments have
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indicated that nearly all of the energy of the incident light can be transferred to
the scattered wave if conditions are right.

Several remedies have been proposed to circumvent this process. For exam-
ple, one can avoid building up a large scale height plasma corona surrounding
the target. An alternative approach is to modulate the frequency of the
incident light (e.g., generating a random frequency by passing the light through
a filter before focusing it on the target) in such a way as to increase the
effective threshold intensity for the stimulated Brillouin process.®®-5?

5.2. RELATIVISTIC ELECTRON BEAM ENERGY DEPOSITION

When electron beam drivers are used in inertial confinement fusion, the
incident electron beam deposits its energy in the electron component of the
ablation material of the target. These hot electrons then equilibrate with
the target material ions. Several energy absorption mechanisms are of interest:
(1) collisional absorption, (i) modifications due to beam magnetic fields, and
(ii1) anomalous energy deposition due to collective (beam-plasma) effects.

5.2.1. CLASSICAL (COLLISIONAL) ABSORPTION

At low target temperatures and low beam current, electron energy loss is
primarily through binary collisions with target material electrons. As the
target material becomes a plasma, it is important to account for changes due to
electron shielding at close range and the excitation of plasmas waves
(Cerenkov radiation).

More precisely, the possible interactions of an electron beam of energy E~1
MeV incident upon a target is tabulated for both low and high Z target
materials in Table 5.3. Here we have ranked the various energy deposition
mechanisms in order of importance and given crude estimates of their relative
contribution to the overall beam energy deposition.

We can write the formula characterizing collisional energy deposition as®*%

dE _ dE dE|  dE
- =5 —— | scatterin —_
dx dx ionization dx (clectroni) dx bremsstrahlung
where
dE | E+m,c? E \'? B2
= =dnr}—=—NZ|In ( 0 )( - =
dx ionization 0 B B 1 mgc 2 2
dE g amec’ [ (”'0"}\1)(7—1))'/2 1. [ B*myc?
dx scaltering—47rr0 B NZ{ln 2h 4 In kT
dE E+mgc? ]
— =4nrd(E+myc?)4Z?In2| —2— | — =
dx bremsstrahlung 7"'0( o€ ) n mOCZ 3
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Table 5.3. Energy Deposition Mechanisms for Relativistic Electron Beams

Relative contribution (%)
Mechanism Low-Z Targets High-Z Targets
Ionization ~90 <20
Elastic backscatter by nucleus <10 >50
Inelastic backscatter by atomic electrons <10 <10
Bremsstrahlung ~0 8%

Here, myc?=0.511 MeV, B=v/c, and 4nr=10"2* cm’. In particular, for
relativistic electrons slowing down in a 1-keV plasma, this yields roughly

dE Z
E~2.Sp7 MeV/cm

For solid density, dE /dx~1 MeV cm?/g. Hence the range of a 1-MeV electron
in solid density D-T is several centimeters. Since typical target designs are on
the order of millimeters in diameter, it is apparent that classical absorption
mechanisms are insufficient to absorb the incident driver beams.

5.2.2. MAGNETIC FIELD EFFECTS AND ANOMALOUS
ABSORPTION

An intense relativistic electron beam produces a magnetic field. If this field can
penetrate the target, it can influence energy deposition.®*% For example, the
electron Larmor radius in a megagauss field ranges from 0.01 to 0.1 mm.
Electrons can be turned around and trapped in a layer of the order of the
Larmor radius. But for this effect to occur, the magnetic field of the incident
beam must penetrate the target. We can estimate the distance the magnetic
field can diffuse into the target during a time 7 as

5~10%(rIln A)"/2T 3/

For example, if 7~107'" s, then the penetration distance is only 104 cm, far
too short to lead to appreciable absorption.

If anomalous resistivity is present (due to plasma turbulence), the penetra-
tion distance becomes larger. There is some thought that a two-stream instabil-
ity induced by the return current in the target could have this effect. This
process has been observed experimentally, but it does not appear to be a strong
effect. In fact, the coupling of the incident electron beam appears to be only
several times that of the classical coupling mechanism.

As with laser-plasma interactions, there is some possibility that the incident
electron beam will excite plasma waves that will interact with the beam
electrons and lead to more efficient energy absorption in the outer layers of the
target. Unfortunately such beam plasma interactions have not yet been demon-
strated to lead to a beam absorption efficiency sufficient for ICF target design.
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5.2.3. HIGH Z ABSORPTION TARGETS

One remedy to the absorption problem is to use a layer of high Z material such
as gold to shorten the energy deposition range. However, this leads to a new
problem, since the bremsstrahlung generated by a relativistic electron beam
incident upon a high Z target is appreciable. In Table 5.4 we have compared
the fraction of the incident beam energy converted into bremsstrahlung for low
and high Z targets. The importance of this radiation production is apparent
when the mean free paths of these bremsstrahlung photons are recognized to
be of the order of centimeters or longer (see Table 5.5). The bremsstrahlung
produced during beam absorption in the high Z shell can penetrate into the
target, preheating the inner shell and the fuel.

More detailed calculations indicate that roughly 8% of the incident energy in
a beam of 1-MeV electrons would be converted into bremsstrahlung radiation.
For 10-MeV electrons, this percentage increases to 33%. Several modifications
in target design have been proposed to mitigate bremsstrahlung preheat.
Layers of differing Z (e.g., carbon, gold, etc.) might be used. Target designs
have also been proposed that facilitate the diffusion of the incident beam
magnetic field in an attempt to shorten the electron range. There have also
been target designs that produce internally generated magnetic fields to
shorten electron range.

In summary, however, there appear to be serious problems in achieving the
necessary beam energy deposition characteristics to facilitate efficient implo-
sion of ICF targets using relativistic electron beams. The long electron energy
deposition range suggests that massive target designs may be necessary to
absorb the incident beam energy. Bremsstrahlung preheating appears to be a
very significant problem. These features, coupled with the difficulties in
delivering and focusing intense relativistic electron beams over some distance
onto an ICF target have raised serious doubts as to the suitability of this type
of ICF driver.

Table 5.4. Fraction of the Incident Relativistic Electron Beam Energy
Converted into Bremsstrahlung Radiation

Target Z
Beam Energy 1 3 29 79
1 MeV 0.001 0.002 0.027 0.082
10 MeV 0.01 0.02 0.16 0.33

Table 5.5. Bremsstrahlung Mean Free Paths in Various Materials
Bremsstrahlung Energy (cm)

Material 0.1 MeV 1 MeV
Al 22 6
Pb 0.17 1.25

D-T 35 96
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5.3. ION BEAM ENERGY DEPOSITION

Focused ion beams present an attractive alternative to laser and relativistic
electron beam drivers. Ion beams have the distinct advantage that they appear
to produce no preheating radiation such as suprathermal electrons or hard
X rays. lon energy deposition is “classical,” that is, based on well-known
collision processes.” The plasma effects (turbulence, suprathermal electron
generation, thermal conduction inhibition) that have plagued the laser driven
approach to inertial confinement fusion do not arise in ion beam driven
targets. This feature allows target designers to return to those thrilling days of
yesteryear®® when their only concerns were classical coupling and thermal
transport mechanisms.

Ion beams have the added advantage that there is no critical density
associated with the beam propagation or energy deposition. Ions can penetrate
deeper into the target, thereby coupling their energy into high density target
material and driving a more efficient implosion process. Since ion beams
cannot be reflected from the target, the absorption efficiency is 100%. These
two effects combine to allow ion beam drivers to achieve overall implosion
efficiences as high as 15 to 20% compared to the 5 to 10% efficiencies
charactenzing laser driven implosions.

Laser

Relativistic
electrons

~Y

lons

Figure 5.13. A comparison of the energy deposition characteristics of laser, electron,
and ion beams.
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Figure 5.14. The energy loss profile, dE /dx versus x, for ions.

Yet another advantage for ion beam drivers arises from the spatial depen-
dence of the driver beam energy deposition in the target. The energy deposi-
tion characteristics of ion, laser, and electron beams are compared in Figure
5.13. lon beam energy deposition is characterized by a Bragg peaking phenom-
ena that concentrates the energy deposition near the end of the ion range (see
Figure 5.14). This effect allows the outer pellet material to serve as a tamper
for the region where the ion energy is deposited. (See Chapter 9 for an example
of such a target design.) By way of contrast, in laser driven implosions the
outer material is below critical densities (e.g., 102 cm ™) and is blown off into
a vacuum, hence serving no tamping function at all. In the case of relativistic
electron beams, the stopping power is nearly constant over the electron range.

The more favorable energy deposition characteristics of ion beams give them
a decided advantage over the more established approaches to inertial confine-
ment fusion using laser or relativistic electron beam drivers. In this section we
consider the range requirements for ion beams imposed by target implosion
demands. We then examine theoretical models of ion energy deposition in
targets and various ion range/energy characteristics appropriate for ICF
applications.

5.3.1. REQUIREMENTS ON THE ION RANGE

To effectively drive an ICF target implosion, the specific energy (J /g) achieved
by ion beam deposition in the target material must be sufficient to generate an
ablation velocity of 10’ cm/s. We recall then from Section 3.6 that this
ablation will produce (through the rocket effect) an implosion velocity of
2X 107 cm/s, the minimum required for thermonuclear ignition. The specific
kinetic energy corresponding to target material velocity of 107 cm /s is 5X 108
J/g. When the thermal energy of the ablator is added to this, the total specific
energy is roughly 2X107 J/g. To infer an ion range R, let us assume a
spherical target geometry so that

£_ E = E =2X10"J/¢g
m  4nr®Arp  47rR
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Figure 5.15. A comparison of the range of ions in cold material as a function of
energy and mass.

where we have identified pAr=R as the range of the ions. For a typical target.
r~0.3 cm and E~1 to 5X 10° J, we require R~40 to 200 mg/cn¥.

Figure 5.15 presents a plot of the range of different ions in cold material as a
function of the ion energy. Using our range limits as a guide, we can quickly
identify the acceptable energies of each ion species. For example, the ions
listed in Table 5.6 correspond to a range of 100 mg/cm?. From the perspective
of a target designer, each of these ion species has the same range and is
therefore equivalent. Of course this is not precisely true since the detailed
deposition profile of the high Z ions will be different from that of low Z ions,
and the implosion could be sensitive to this. However, to a first approximation,
ion range is the most important factor in target design.

It should also be noted that while various ion species of differing energies
but identical ranges may be regarded as essentially equivalent from the
viewpoint of target design, they may present a considerable difference from
that of driver design. High energy ions can be used to achieve a given dniver
beam intenstiy with a much lower current than low energy ions. Beam current
is a significant factor in achieving the required beam focus on the target, as we
see in Chapter 8.

Table 5.6. lons with a Range of 100 mg/cm?

Ion Energy (MeV)
H 48

He 19

Ne 240

Kr 1500

U 4400
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5.3.2. CLASSICAL ION STOPPING IN COLD MATTER

Interest in ion stopping in solid or gaseous materials dates back to the early
1900s.%° There has been considerable theoretical and experimental work on this
subject.”® The bulk of this work has dealt with the absorption of low intensity
ion beams in cold matter. In this case, “low intensity” means that the ions do
not interact with one another, and that they do not dynamically alter the
properties of the matter, for example, through heating. Much of this informa-
tion can be applied to the stopping of ions in the dense ablator material of ICF
targets. Some modifications must be made to account for the high temperature
of this material (~ 100 eV) and the corresponding free electron population.

The basic slowing down mechanisms involve excitation and ionization of
bound atomic electrons through Coulomb interactions with the ion. This
process is usually described by the Bethe equation’' for ion stopping

(&) - AN Za) pe*Z, [\ 2m Py gy g8
dx | Bethe m A, | ~Z, 2
where
Z, = atomic number of projectile ion
Z = effective charge of the projectile ion
N,=Avogadro’s number
p=density of stopping material
A, =atomic weight of stopping material
Z, = atomic number of stopping material
8 =polarization effect correction term

I =average ionization potential

c .
> - =sum of the effects of shell correction terms
2

y=(1-8%)""%  B=v/c

The range of ions scales essentially as

18
R~i(£)
z*\ A

Hence even for high energy ions (e.g.. 10° MeV), the range is still well under
0.1 mm.



170 DRIVER ENERGY DEPOSITION

The average ionization potential is a very important parameter in the Bethe
formula. It is formally defined by

ZInI=3fInE,

where E, are the possible electronic states and f, are the corresponding dipole
oscillator strengths for the stopping material. In practice, this formal definition
is not very useful and the average ionization is measured experimentally.”

The Bethe formula is valid as long as the average ionization / is les<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>